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fidey 5 Sumeu fe 1. N135UTITeYa (dataset) 2. NswIELYeYA (data preparation) {1 2 75 Ae
2.1 n139n3Uuuudeya (formatting) Wa3vNISUUAIToYA (data transformation) Uag 2.2 N15¥
ANArDInTYa (data cleaning) 3. a¥19luiAa (modeling) A7y algorithms neural net viwilad
Joya (data mining) lnewustoya dataset Wu 2 @ Ao nguiieus (train set) 80 %, NquNAdDY
(test set) 20 % USUAINIS1T MBS neural network Iﬁﬁﬂigﬁmﬁmwﬁ‘ﬁﬁQ A® training cycle,
learning rate, momentum 4. NaaeuUsEanNdn1nUesliulAan1835n15 10-Fold cross-validation
wazUsziiiudssdniamvesluing (Evaluation) Aa8A1A1NY N (accuracy) A1AINLLIUED
(precision) AANSEAN (recall) wagAANE9AA (F-measure) wag 5. tumsthuuulmaaluldey
933 (deployment) Tagaiunluguuuuivweundiadu MCAT l¥n1w1 PHP Weuan3us (scripting)
& asna 5 14 prediction API (Application Programing Interface) Wousa algorithms neural net

fiu application MCAT Tudu item selection algorithm uagldgnudeya MysQL dmsudaiiudeya

wiaz attribute VU cloud hosting
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Abstract

Selection for the next item using an artificial neural network has five important steps:
1. Dataset; 2. Data Preparation, comprising 2 methods—2.1 Formatting, followed by Data
Transformation, and 2.2 Data Cleaning; 3. Modeling with Algorithms—Neural Net, Data mining
by dividing the dataset into two parts: Train set—80%; Test set—20%. Adjust the parameter
of the Neural Network to obtain the highest efficiency in the Training Cycle, Learning rate, and
Momentum; 4 Test the performance of the model with the 10-fold cross-validation method
and evaluate the performance of the model (Evaluation) with accuracy, precision, recall, and
f-measure; and 5. Deployment Stage by developing the model in the form of a web application
MCAT, using PHP language, scripting various commands, using the Prediction API (Application
Programming Interface) to connect the algorithms Neural Net with the MCAT application in
the item selection algorithm stage, and using a MySQL database for storing each attribute on

cloud hosting.

Keywords: selecting the next item, artificial Intelligence, artificial neural network,

multidimensional computerized adaptive testing
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NSNAFBULUVUTUMNIZAIEABUTN UMD LUUNNIA (Multidimensional Computerized
Adaptive Testing: MCAT) 1u3SnsnaaeuiifiinisvensuulAnuiainnismage uuuuUsuLmne
ABABLNILADSUUULBNTRA(Unidimensional Computerized Adaptive Testing: UCAT) Faduiznis
ngildlunsusziduanuaninsonasaudnuazudsdug lumsidendeaeulimne fusziu
ANENINIvREitnaeY (Reckase, 2010) unsandruuteasulvigaounsuteasunaziiuaim
wiugweansiadioisuiisutunmeseunuudaduiiisuudeasuasiilutuunagoy (Fixed
ltem Test: FIT) uazilunisvensuunfnanlumanisnevaussdeaaunuunylia (Multidimensional
ltem Response Theory Model : MIRT) (Kanjanawasee, 2012) 19991 INRERULUUUS UG
shemeufimesLuUnYIATSRT N ITutiugnindlolddeasuiniu amnsaanduruteasuasle
UINNININAFDULUUUSUMINE A8 ABUTILMBTLUULENIR 30-50% warduszaninmegandtfe 1.3

a a

wihazaunsaans vt edevaldunniimInageuwUUR AL Avunsiuaudeaauls 70%

lngldagdenruuiugdinisnaaausuuusumuigaienauimes wuunniadsdusednsaan

NINAFOUGINIININAFOURUUUSUMINE ABNTTIMBSIULLENIR (Frey & Seitz, 2009)
IINYALAUVBINITNAFBULUVUT UM MEARUNUABSLUUNYELR aunsadndentaday
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Faeulnglidodeunasiamageuiianainimiwesnisnageuwuunaiy Jaduiifeuihunldlunig
nedaU o sianananisAnwnarIsanentudagduiienuimenasdudousiniu Wweiiteaey
asWuaninfiinnuansaidudeounnnnimiladia uavanwazusangniniudunianisneuaues

%JEN5'1ststJuwamwgumﬂdwLLU‘U”LW']% (binary) (McDonald, 2000 ; Mujtaba & Mahapatra,

v ¥ o

2020) eglsnaunIsnageuLUUUTUMLIZmeAaNfiawesLuUNRdAGidedd a1 9 lunis
MA@aU (Chanthasaeng, 2020) Wy N1sdnfinduiudeasulunditoaey Minduiuteasulunises
nsvinaeu 33nsdadendoaouiivinzay Suiuidildlunmesey saufsnninmmageuuuy
Usumnesenaufinneiuuunadfunedeuldluaniunisaiaie iteraeeunansdonnandesdiu

UazaNURIINNAIN © UI9AU

Y o

Hunaueldismelygidseay
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5 (artificial intelligence item classification) Tun1549

P

vy Yegeulviegluguuuusneg Nmnzaunge laglddana3su neural network uUsvenaly
Tumsdndendeasudetinly delissuuianuanguiazivsednsnm ssuulassieussamiiiey

S Y] YY) =~ ° o v | ° 1Y
u‘iNWill’]8ﬂUﬂqiﬂﬁgﬂJ?aNaLLUUwummuﬂLfﬂ LUEN"\]’]ﬂﬂ’]ﬁﬂ’]u’lmmi%ﬁﬂqﬂmﬂﬂﬁiﬂLLUU@JGUU']U qumﬂ

AneuisInga Balisuuuunsiiens (pattern) Nwngay Wesegrsdmsussuiinn ssuulaseiy

1% '
a

ﬂizamLﬁEmﬁﬁ’%mﬁmmgﬂG’faﬂumﬁmﬁﬂama%u syuUlAsIneUsTa i onas UL aANS AW
11N E 9T U0 NI5UNNATULAT N19NITATUIUATINANANS WAL N I AINTTUADUNILADS LAY

a [ Y (%

Jyayusehvgunsiuiuiun1snege vl uudsumanesgaauiiameskuunmila (multidimensional
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computerized adaptive testing) ¥lvilsasAadus ndluaui dalauninduisae o wagiiuse
AMUA1INTINITNGINTT AUITONAUINITNAADULVUUSUMNEAIEADUTN AT LUUNYER

L3

Tiauysal

anuiinfulygyussivgussnnlasstngdszamiien (neural network)

oy Useivg (artificial intelligence) Aonuudrasasadnmaniivinlilusunsuaunge
AannsiSeuandeyadildvinisiinduly dealilusunsuanuisaamanisainsomanuadns s
AuLUTUTIUgelaegauiug nstlayaussRvgeaunisiSeusiiedn (deep learning) 1nldanu

a LY = 14

TaefutiygyseAvgafisedunisiouiiuy supenvised learning Fadunisisousidesiyadoya
NI NY é’ﬂwmzﬂ’]iﬁauiﬁﬁmaé’wéﬁmmw‘i’q (desired output) \udfvuafidaaulnenadng
fuanltlusuideld Ao nslitygivssAviianuanunsalunsuenuezusevinnisianguls
(classified machine learning) 1aan15¥1191UU09lATIVI8UTEANMN BN YTI9IULRIULUUAULYAR
Uszamiluanesywd Usgnoulumewadussamuazidulszamisonlaesiudn Artificial Neural
Network (ANN) Taen1svenuues ANN Uszneulusae 3 dundn q Ao %guﬁﬁayjalfﬂﬁ (input layer)

Fulszaanatoya (hidden layer) uay Fuiideyasen (output layer) lngansnsawandlananim 1



NTANTNMTIANANTANYT URINLIRIUINIEITAN

q Journal of Fducational Measurement. Mahasarakham Universitv

0000
00000
OO0

Input Layer Hidden Layer Output Layer

2N 1 23AUSENaUNANUBY Artificial Neural Network (ANN)

'
(3 =

lasevneUszarniien (artificial neural network) W um1ans wvwend s989n196 14U
JyeyrUsehng (artificial intellisence) An WUUTIABINIIAMAAIENTNHAUITUNDTIABINITVINY
v83lAeeUsramluauesywd daudnvugaanedunsdesinudugisussamluausvasuysd
' = = v ' = v .
nanife dAuain1salunissiusiuadug (knowledge) lngn1unssuiun1siseus (leaming
process) kazAuiarlagdaiveglulassigluguanimin (weight) Fsaunsausuivasueila
A o = Ve ! % 3 o = - v o v A 1% '
Wadinnsiseuiadlvie Wild andwiniSeuadouanuinsivnuliveldlumuitayvianizedig

Yaauywe (Prakorppon, 2009)

o e

Machine Learning

- Support vector machines
- K-nearest neighbors
Decision trees

v o 6 1 a s a 14 = 1 a
AN 2 mmamwuﬁizmwﬂigigmizwg ANILIYUIVDUAIDN lAsseUsraniieu

WarN3LSEUsL¥EN (Kocak et al., 2019)

nsUsznanasne 9 edulunilsUstinanadesionin un (node) dsluumdunis
$1a0ednuaENTIIILINANwadnTsas dyaa (signal) sevinalvuailideusaniy (connection)
fraeanannisidendeveanulasduazuenseulussuudssamvosyvdneluluuaazdiaddu
AmundnyaudiosniiiFoninfleidunsedu (activation function) Wiedlertunisiuasuutas Fevh

wihflaiounszuaunisvineuluwas (Prakorppon, 2009) Asnw 3
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Warfdusas Warfdunizanelau

v

AN 3 1A598519N5YINuRdlAsangUsEa gL

[y

1AsaU1gUsea i oudwad Usean i ol 13 oluum (node) 31UIUNINLT dUMBIU

¥

Fensieusowtseanidungudes Sundt 4u (layer) Juwsn iutuihdeyadi i dusudeys

&

(%
[

Jowidn (input layen) drudugaineisendt dudsdeyasen (output layer) wagduinagseninatusy

N

(%
Y

Tayadeuduastudidayanan 15un11 Tuues (hidden layer) lagvialy duuleonafininnin 1 4u
AlalasstneUssanmiion Usenaumieasrusenay 5 aeAUsEnau (Sotiwan, 2015; Chongwatpol,
2018) fail

1) Yayadoudn (input) Lﬂu%iﬂaﬁuaﬁu mmﬁu%zﬂa@mmmwé]’mLuJaﬂﬁang'IugiJ
UsunaunlasaeUssamiionsausule

2) oyadanan (output) PenadWSIAnTUANATTUIUNSITUSvedlAsIdeUsEa ey

3) Annin (weights) Aedafilaainnisiseusveslassieuszaimiiey Adasgniiy
I3 Y] A v P a I a o
Juwinweiieldlunisanandeyadug Neglusuuuumeaiu

4) #leridusau (combination function) Wun1ssuravesdeyateundn (input) Ineduiiv
Admtin (weights) veatayaleauid (input) usawsn

5) Wardun1sanelau (transfer function) WUNITAIUIAINITINEDINITNNNUYDILATIVNE
Usganiiiey lagAuine1dayadeean (output) 7 baanHandusiu (combination function)
ABUNLNUY

#aridunszeu (activation function) Luduivimtfiwlamasinvesoyaloudlndu

NAANSLUTUEAIDBN Taa1UNSawUIle 2 Usean (Jain et al,, 1996) il

1. HanTuniswlandadu Lﬂuﬁﬂﬁ%’uﬁmmmL‘%auitﬂmmmé’mﬁ’ué@mﬁuiwdw%’u
Toyatouduazdutoyadieen aluavhiaunsameainauladinsvuransd i lulydunss
1 % u‘d‘ ¥ o a0 1 U 1 d' v & o U U e‘d‘ =
ANNAANS T LHANNNITAIUIRLT AN UAIN IR AN HIATUNTRUAWEND MU E NS UNBANS A LU

o 1 1 & < . 6 o dll .

nIMRUATULIRANTIRNNE U TenTuaLAU (step function) WINTULATDINUE (step function)

HeangunN1sUasansade (Hard limit activation function)
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2. Hehdunsudasladludadu Usznausmeilsidunisulas 2 wila Ao
2.1 Wefdudnuesd (Sigmoid function) Hefidunisuvasdnuesdazdudiateya
Uoudniludinlnlurisvesdeyadeeenidndn Inefivrswesdayadieanaveglugas 0 G 1 fandu
msulasdinuesduanidnvarvesteinvasendanududilindaudfietoyatoud didruauinn
2.2 Wandulawesludnunuiaud (Hyperbolic tangent function) fianwagiguiigany
landunisuasdnuess uddnsiuiiesisvestoyadieanazegluyie -1 fa + 1
Uszlerdannisussendldlassinedssamiion I91uu 4 Usenis fedl
1. \interanaalaenn (fault tolerance) dAunuainnisiiansnsaeenuuuliidnuu
Tnuaviuinuiels minszuulszneuniglaseyieildlunisussuianauinuievalslaseying
a A a & | = & 1 13 1o Y B acs o
AINURANAIATARTUIINEY nilsvFeaedlasadng Aagldvihlndadsaneavianll
2. Anuaansalun1siwag (generalization) WesruulassngloUssamiiioulasu
¥ o Y ay 1% ) A ' 1% =) Y Y 3 a an Ve {
doyadninildasuiiu viseldiisanesanisniteasy viselasudeinassanlidinglasuuiney seuy
rausaaAuNIseulesoasssauasalideasuiasingnale

¥

3. AuaunsalunisusulUasu (adaptability) Tasstgleuszaniisuainsaisous

U

¥

anmuwandeulvlld Fafudofinanisallug Whdszuufazannsnusudsuviouulsosdnius
Toituasiomumnnisalluiiy
4. AnuaNTalunisweInsal (forecasting capability) IasstgleUssamifisuanise
ihdeyameadmiuidegluszuy uldmansalSensnsaideyalusuianls
wuudtaedlunaatuisaiseusakusdouidl (input) Al A st uas S uduys
dumn3IniA (interval variables) fiuusuutayald (nominal variables) w3osuUshuunIdnueal 3o
fusgIuaes (binary variables) Insfisauustloud (nput) laifinsnsyanefuuy normal dwsy
FaUsounsNIA (interval variables) wagAINUFUW UG 811190 UUsUDULT (input) wag@auys

Wannnelaidudadunss (Chongwatpol, 2018)

WmsfadandedaudadialulaaldlasetireUseanniios

1. nseonuuulimalasane ey

1.1 mseenuuulinalassnedseam gutauslaiamvues lnglinsmeaeddinieus

lusvuuumsdudrdeyauaznisdeeendeya llasenguseamiiisunuuinesignnseunaledy
(multi-layer perceptron) Nsi3euskuuiaau (supervised learning) WUUNITUNIEDUNEGY (back

. . = a a v v @ | & a v v .
propagation learning) tasa1ndanuaiunsalunisiseusnnuduiusliiudadulad (Teir et al,,
2020) Hendunimunzanlunsulasildlydadu Ae Hendudnuess (Sigmoid function) (531314 0

049 1) Lﬁasl,%jlﬂuﬁﬂﬁ%’umzﬁu (activation function)
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1.2 tuseuniseenuutlunalasieUssamieslunsdadondeaoutodaluse uay

AneLgndesviarmLLiug asuuau 5 duneundn Téun

1.2.1 Gi‘iy'umii'mmwﬂ’azga (dataset) (n=500) tJun1sunegiudeyanisnagau
vosiinAnuilldainmavadey Wy e o1y $uT aw1in GPA avuuumwawNI TAdedoy “an
plilusnunzvasadadaya (data warehouses) Tunseenuuulassadsiuguvesszuugiudeya
(data warehouse) 914 dimensional model lunisaanuuulassaiisiiugruresszuugiudeya
giludnuuzvaignuian (cube)Ima%L‘f]ugﬂ@Jﬂmﬂﬁﬁ'ﬁgmawmﬂwaw Usgnaunigy
druUsynaudIfey 2 d9ufe dimension table (11519uNUAR) U measure (A7 A 030153A)
dimensional model L8 unsviiligrudosyagiiedudenisianudlalasuesnmgiudoyaidu
gnutAn SaasdAfAfld warldnisiiuuunand (Cloud) lumssausudeya wieldin3uai data
preparation Tudusely

1.2.2 %y’umﬁm%‘smsﬁaga (data preparation)

1) M3daguuuuteya (formatting) tuneuiifutuseuiivhnmsulasdeya (data
transformation) Aldhnaiiusivsaun Tnaedudeyadannsatiluieseiludunoudaluls
Tumsulasteyaiionnagdesdinisirfeyaligndes Wy n1sulasdoyalvioglurag (scale) ey
Tngazshnsuastoyandasnes (text) Wu Fuan (numeric) Wy wevwi3tad uay values fiamun
satadanguuenmitdvesyndeya filsuvesniegilasimunsuilnunvestudeyatioudi

(input layer) 91121 10 Tnun (node) M3 mMuUALeNy3IIA 91U 10 attribute F9dl

X1 unu e X6 unu tedeuted 1
X2 uny il X7 wnu Jedeudedi 2
X3 WU @103 X8 unu tedeuted 3
X4 unu GPA X9 wnu dedeudedi 4
X5 uvy fenuasnsavesaey (8  X10 uny deaeuded 5

LU X6-X10 Avualy 1=n, 2=, 3=A, 4=4, 5=3 ¥38 1=NBUYN, 0=ABURNA
%39 ANNTIEWRT threshold vesdinveasululunaunfazauuuunyiia (multidimensional normal
ogive model) #aszanlusunsy Noharm 4.0 wludeyaundn (input layer)
2) MsviAuazeIndeya (data cleaning) Lipsainazuuuniadoyautsd iy
liansaldlumsmurailduasdoyaiilfasdeadudeyailiifinisgamevide missing value
1.2.3 duafraluna (modeling) n13rinvuanudnuwaey (attribute) Lazn13a3Is
wuuaeslinadedanedfiu neural network il
1) trgadoyad I (X1-X10) 999 uneun13daguuuudeya (formatting)
wasaluealasaineuszamiien ldmadanisnisdwundseinndaya (classification) lagfinnun

3 @u Aal
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dudl 1 fmusdsuaulnunvesdudeyateudi (input layer) $1uau 10 Tuun
(node) #3931UU 10 attribute

d2uft 2 Srurulnunvesd ugou (hidden layer) §1u2u 30 Tuua (node)
nssmuasnulmalutugou (Hidden Layer) Selifinasiiuivou Tnehlusunulnualutugou
(hidden layer) a¢ldannisnaaes Tnermuasaulnualudugeu (hidden layer) aglinguesuy
\aaes (Baum-Haussler rule) Falgaualilull a.m1998 (Sinsomboonthong, 2017)

dudl 3 Sruaulnuavestudoyadsoon (output layen & 2 Tnua (node)
Bauansuanisdnidendeasutedaluiinadndsuiuandn e 1 unu aeugn (correct answer) wag
0 kU MDUEA (wrong answer)

2) n15a513lutaa neural network 19 imatl A classification wazn15NAdLU
‘Uiza‘w%m‘wmaﬂmLﬂaﬁﬁwﬁagj 3 LU (Rungratanaubon, 2023) A self-consistency test, split test
ey cross-validation test MUMﬂ’J’lmf YNRIDE19INITNAGDUUTEENT N1NVeluLAaILUU cross-
validation test

3) MsTuunUszindeya (classification) meynadeyarnn1siseuswuUilyaou
(supervised learning) Fall

3.1 iwileataya (data mining) as1sluimanisAniendaaay aelusunsy
RapidMiner Studio Educational uusdaya dataset 1w 2 du loud doyanisilnieus (train) waz
Toyanaaau (test) laglydnsdiu 80% way 20% (train set 80 %, test set 20 %) Tneldrnds Split
Validation nmstdenasndniinnguds automatic 1Wuasilasuamiongslulusunsy RapidMiner
Studio Educational
3.2 115745189135 neural network wagUsua1ms1dimesii oliluina
nsfnidendeasulifivsyavinmiifian Avnsfwesiiusy dail
training cycle visngds Iuuseulunisieus;
learning rate M Usinaiideavasuiminluusias step 1nunnifes
wesla
momentum Mneds msiiudadiuveuihminluadiieuntiite update
Atlagtuiietesturgeanluuinailas (sldgeanasan) uazausieiilestesnsmendiian
N15UTUAINIT1TLADT V99 neural network Tun1svnaassliidonan
Tngfansanand R? waganugndesainuans Train iielalliiin overfitting Svasdintadedsing o
LU AIUA training cycle = 200, hidden layer sizes = 30, fA1%uA learning rate = 0.4 d%FUINTT
A3 train 73U WiedAulU warivun momentum = 0.3 iielalliinisi59n1s train uae leaming

rate ynLAulY
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3.3 Msuwdsdeyarialdlunisnageuysedninnvadunalaseyieyseaim

WgudInsun1sAaaanteaasudanall 1 dun153iAsIE AU ganseuasluwaa (K-fold
. . @ adda a a ~ AV va oA
cross-validation) WWu3sAdeulglun1snageuyuse@ns nnuodlanaliasanuan ladauLIede
(Chongwatpol, 2018; Rungratanaubon, 2023) wazinUss@ns nIna 1875 cross-validation
wisdayasenilu 10-fold cross-validation Favzuustayasanilu 10 gawing Auudlild 1 ngu
wdunguneaau (test set) 20% d@wiwde 9 gn WwnldilunguiSeus (training set) 80% udaiins
o < o a | al o a 1 v [} é’j [

widudiwiu 10 sou Inewdsungunaaeuliiies q auasuduiuinuld windudeya

wilsdaglfhdusmegeulszavinmaedung udwhnissulumasenun 9zUsing danm 4

Input Hidden 1 Hidden 2 Hidden 3 Output
X1 O H1 O H11l O H21 O:
x2 O e @ 2 O 2z QLN
x3 O s O s O RO QNN
xa O he O He O PRGN\
xs O Hs @ His @ Hos Qe
x6 O He O Hie O Hes O—— == s
“Q W@  wQ®  wm@=
x8 (O He (O H1s O Hzs O
xo (O Ho (O Hie O H2o O,
x10 O) H10 O H20 O H30 O
O O O
Threshold Node Threshold Node Threshold Node Threshold Node

AN 4 fregnslunalasenelsya sy dusunisanaendaaautennky

1.3.4 fulszidfiuuszansamueddina (evaluation) nsulumaluldeiuasalddu sudy
efomsulsednsamveslunalassiieUsramidisunou Tneiluudrvedidiindfenldiuly
NUITBUaYN5919UA19Y 88 4 A1 (Rungratanaubon, 2023) fg

1. Aenuusiug (precision) Aerniigdsiiungesnuudimegnliiesidus

2. fAnusean (recall) Foduaudiviiunegnid Wumsinnnugniesvestinea

3. AAmEega (F-measure) AoAadsvasrAuuLgwazAALsEEn

4. APNgFBs (accuracy) Aeduauteyativiuregnynaana Wunisiadiay
\isnsa visermNgndosveslina Tnefiansansiumnaaia

1.3.5 Funsiuuulumaluldauass (deployment) 1l oldluna algorithms neural
network 7fUszANSAmLEs YrundeuaunisnisAiuan output wazn1sAadula (decision-

making) Tann1sldWeAdu sigmoid LWalUasAnaanslulmaazlnunves neural network 11ag

Y

Tuga95em719 0 A 1 Feanunsaldlunisdnduladn output layer Uy 9 avsazgnaneglu class lnu
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WU output layer @04 class Aid "HA (wrong)" uay "gn (correct) IagldWandu Sigmoid 1@uriu

v
v

aun1sdwmsunisauanly output layer azidudiail
10

Class 'wrong'=sigmoid(z Node; . inputaj+outputParameteri+outputBias)
=1

10

Class 'correct'=sigmoid(z Node; . inputaj+outputParameteri+outputBias)
=1
aunisauluvesindula (decision making) Antdendeasudadnlulangly threshold :

lagi1 Output Layer Classorect, wiong H1UI8ULEUAU Threshold laaunislasiadl

Decision=Class 'correct' > Threshold ; ﬂiaﬁmaugﬂ

Decision=Class 'wrong' < Threshold ﬂiﬂjmaua(ﬂ

nsAndendegeudedalumeisnisldlassineUszamiiisy (ANN) azvinsfadendede
AfinsUszanmuAmsiwesauen (threshold) vesdaaeu AlndiAssiuAuszanuALaITn
8) mmzﬁuﬁqm (Chanthasaeng, 2020; Withipanya, 2021) Fogoudoluudifiamsfiwesauen
(threshold) wasdarou IndlAseiunmsdszanaaivedivun output snfigndeaeudetuazgniden
udeaeudedaly og 2 n3tl 1) nsdlmaugn (correct) A threshold Taiialy fasasninvielnalfes
A1 threshold Uanounu 1 (next question after answering correctly) 2) NS AOUA A (wrong)
A1 threshold To8alU Aostiaenin3alndiAesan threshold Taneuniln (next question after
answering incorrectly)

11aun15994 algorithms neural net #itaund uundsuldsunsulioylug Uy web
application Tagtdanlad 1w PHP (Application PHP script language) LLazisﬁjg’luﬁJa%a MySQL
dmsudafvdegyandedaasy (item bank) 1 ssarniduszuudanisgiudeya (Database
Management System: DBMS) fifiUszan3amas sessugiudeyavuinlug nsilieu PHP script
language Tnermuadeulusing 9 99naunis output layer wavaunisn1sdndwula (decision making)
wayn"51i algorithms neural net TUldfuliunonmaindudmiunmsmeaounuuuiumnguuunyi
g aazdaslinudfnyludiu prediction API (Application Programing Interface) i undnlunns
Feusevos algorithms neural net iU Multidimensional Computerized Adaptive Testing (MCAT)

(%

Tuunanuigliuladnauaanizty item selection algorithm ludumaunisvaaauwuuUsumLny

¥
Y

WUUNVRmITIY
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Multidimensional Computerized

Adaptive Testing (MCAT)
Algorithms Neural Net
G (Multi-Layer Perceptron / Deep Learning)
::> L. Initiation/Starting point [ {0 s aaens s
ltem pools 2 2 2 e
P 2. Item selection algorithm/ Item E Ez Ei Ei 3
) o o © ©
selection O o o @& :
) o o o o
@ [ &) . -y
) o @ o=
3. Ability Estimation/Scoring algorithm © © O
0 © ! O 7
D @ ) oy
€ (<] @ 1

4. Termination criterion/Stopping rules

5. report

7N 5 nseunwIAnnsUsEendldlasseUszanniiedlunsAniendeasudednly

NN ANBNENATTHAZUITE sluUsEna waza1eUsEma dnnsthmans i
UyeyUsehivg (artificial intelligence) wnussyndldlunisdndendeasudedaludmsunisnagay
wuuUiumngseaeuiamed SuunndumudnuzvesnszuIuMsoonuuuly 2 ngu e nawdl 1
ﬁlsi?‘fjmuapﬂizﬁwjizﬁ’umiﬁaufsuaqm?laa (machine learning) len Bayesian networks Lag
Genetic Algorithms (Phankokkruad & Woraratpanya, 2012) nsfnidandegeutadnlulngldngug
nssmaulaluaniinisainudes (Sukhanonsawat, 2013) w3eisnmsAndendeaeudodnlulngly
Woranilauua (Thanapattanadol, 2018) nMsAndenvegeutennlulngldinusivessesinduaznis
mvAuNsiideaeudmTunIImadauLUUUS UMLIEAI8ABNT AT (Premthongsuk, 2017) way

(3 L2 a ¥

nguil 2 TelynUseRugreaunisiseusidadn (deep leaming artificial intelligence) 1y N5IS8U3
\BedndmiuszuunaiFeuduuuuiuasuls (L et al, 2020) MmeFeufidaandmiusruunisious
wuuUSulABULE (Tsutsumi et al, 2021) mslimeudusnlusialngldlaswneUssamifiondadnuas
MU N1INVANDININTIENTT (Uto & Uchida, 2020) wazn1siauidnisAaiiendeasudadnly
Ingldlasargdszamiisunasiinismivaunisiddeaaud1vsunisnagauluulsumanz f e
rouuaslagldisn1sdnasstoya (Withipanya, 2021) lalUSeuiieuUseanan1nvesisnisAnden
Taapudainlusenindsmsdnidendeaeudadaly (ANN) 38n13du (R) wagdsnsldrmansauine

agam (MI) Wan153798 nuln n1sunlasevneuszanmieun (ANN) unlglunisAndendaasudonn by

Y 9

o [y

dmiunisegeuwuuUS Uz aeneuiineslagldisnisdnassdeya I wiuteasuiounin
Wnnsdu (R) wagdsnisldeansaumagegn (M) agelsfiniy dallanuvimenaneusznislueuies
dmiunisly Al lumeaeu MCAT asdunasld Al Jsdndusesdnunddnmsldmalulad Uy useivg

(A) anldlulanumsnnauduass (real-world study) (Mujtaba & Mahapatra, 2020)
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wuzthlsunsudisaguitllunsieszilassiieyssamiien

TUsun5Y RapidMiner Studio! [ugeansuisiesduns (free version) fianunsaniiiluan
(download) uldsuld Taglaiided1431e iHurenduasiigagliviinisiinszideyade data
mining leine Fagluntsinainszissinanalnelewesismesan aunsaiurldludunoy
fi199 daudnainiendeya wwisiuneunisadrsuuusreoslidulumudigldfonis uazanunan
\donle Rapid miner studio fduussiandwsunsine (RapidMiner Studio Educational 10.1)
usuvasTusunsui fo 1) aunsadensioriuynunasteya (connect to any data source) lusunsy
annsaviaututeyaliinazedile adenadeuselusagudeyandsioyavedasdns (data
warehouses) ToyafiiinsdaAvuunanduazladoaiidels 2) amisauszaianauuusnluld
(automated in-database processing) aansalnssutayauazUszadanalalugiudeya a319n13
duduwazmsftayalaglidondey SQL figudou warsessu MySQL, PostereSQL war Google Big
Query 3) fiMNUENTLAAINATENALUU data visualization & exploration 4) @113aLR3EUToYA
190819419 (data Prep & Blending) 5) ¥M91uKUY visual & automated machine learning & deep
learning faanunsaasnsluima machine learning & deep Learning fifiUszansanldagnasansy
wazfinszuaunsnsaaeulanea (model validation) Aevimmithladsyavsnmveslunaneuiiay

ilUlgauass 6) ieusaudulusunsy R wag Python 19

Ry
° s v a ¢ = | = v A v
n1sumans e utgyivssivg (A) ududiuniavenssuiunisandentedsy
Toanll nsUszendldlasstneUszaviiion (ANN) NauNauiun1sNAaeuLuUUSUMIN S LUUNYEA
% a 2 o § v a a a o v '
AApNNInes (MCAT) Ml uUsednSaimuesn1snaaauinaiuaIusave @aulias Ay
laugiugn 59a157 TUsdnSa gty andiuiudedoual wazsieunanisussidunisaau
wuuisgalngd ludunisuszgndldlassuiedssamfionlunisdnfendeaeudednludasin
Usyansnmaesluea (evaluation) newiluwaluldauaislaiu Suduagfowmsulszd@nsnmaes
lupalasedngdszamiiien Tnemaluumazidiandeuldiulunuidsuasnisinauie 9 oy 4
Ao 1. A1ANMKA UL (precision) 2. A1AIINTEAN (recall) 3. AMAIIUD9AA (F-measure) LAy
4. firmNgNAed (accuracy) wauwuulialuldeuais (deployment) dodlviaudrdayludau
Prediction API (Application Programing Interface) vaslutnafias s uniiotduivigesia (web
service) lun1sieusiouar58I5UN15deUBYAIN Web Application wazn15Wmu web application
Inedanldn1wn PHP (Application PHP script language) wazldgudoya MySQL dwsudaiutoya

u#ay attribute Uu Cloud hosting

TUsunsy Rapid miner studio @snsaantluaaiazAnailaain https://my.rapidminer.com
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AtiuLileun Al ineeiiuUss@nsn neesszuu MCAT Traunsausuiasu (adaptability)
#3aUsuUsIsmsAniendeasulivinadeniumgnisallul wazauisane nsal (forecasting

Y

capability) Tayaluewanls  senuuunismageunanzlivgauiunsinyilugandvia Jau

Anuvmevasnsegeuluanunisalatelugafdvia wasviusiennuimtniedingins saumnsle

Waesamuilvdg TusuuinnssunisnaaeuiasUseiliunalviauysaladu
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