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บทคัดย่อ 

 บทความนี้มีจุดประสงค์ท่ีสำคัญคือ (1) เพื่อให้ผู้อ่านได้รู้จักและทำความเข้าใจเกี่ยวกับเทคนิคการกำหนด

ขนาดตัวอย่างของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น (2) เพื่อให้ผู้อ่านได้เห็นแนวทางวิธีการกำหนด

ขนาดตัวอย่างของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นแบบคลาสสิก และ (3) เพื่อให้ผู้อ่านได้เห็น

แนวทางวิธีการกำหนดขนาดตัวอย่างของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นด้วยโปรแกรมออนไลน์

และจากตารางที่สังเคราะห์ขึ้น บทความนี้ผู้เขียนใช้วิธีการสังเคราะห์ (synthesis) เอกสารทางวิชาการ หนังสือ 

ตำราและบทความท่ีว่าด้วยการกำหนดขนาดตัวอย่างของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น โดยใน

ตอนต้นจะนำเสนอแนวคิดเกี่ยวกับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น ตอนกลางของบทความเป�น

วิธีการกำหนดขนาดตัวอย่างด้วยหลักและวิธีการแบบดั้งเดิม โปรแกรมออนไลน์ และตารางที่สังเคราะห์ข้ึน 

ตอนท้ายของบทความเป�นการสรุปให้ผู้อ่านได้พิจารณานำไปใช้ในการดำเนินการกำหนดขนาดตัวอย่างสำหรับการ

วิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น เพื่อให้การวิจัยมีคุณภาพและน่าเช่ือถือ ตลอดจนพัฒนาองค์ความรู้

ทางด้านวิจัยให้เพิ่มพูนมากยิ่งข้ึน 
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Abstract 

The main objectives of this article are: (1) for readers to know and gain better 

understanding about the sample size determination techniques for Structural Equation Modeling 

(SEM) analysis; (2) for readers to see guidelines on how to determine the sample size for the 

classic Structural Equation Modeling analysis; and 3) for readers to see guidelines on sample size 

determination for the Structural Equation Modeling using an online program and the synthesized 

sample size table. In this article, the author employed synthesis of academic documents, books, 

textbooks and articles on sample size determination for Structural Equation Modeling analysis. At 

the beginning, this article provides concepts on approaches to Structural Equation Modeling 

analysis. In the middle portion of the article, it presents the Structural Equation Modeling sample 

size determination using traditional principles, an online program and the synthesized sample size 

table. The last part of the article deals with the summary for readers to consider and make their 

own choice in implementation of the sample size determination for Structural Equation Model 

analysis to obtain better research quality and reliability as well as to develop more body of 

knowledge in research. 
 

Keywords: research sample size; research methodology; multivariate statistics principles;  

     latent variables; observed variables 

 

การวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น 

การวิเคราะห์แบบจำลองสมการโครงสร ้างเชิงเส้น (Structural Equation Modeling : SEM) เป�น

ตัวเลือกท่ียอดนิยมมากขึ้นสำหรับการวิเคราะห์ทางสถิติในการวิจัยเชิงปริมาณ เนื ่องจากช่วยให้นักวิจัยสร้าง

แบบจำลองแสดงความสัมพันธ์ที่ซับซ้อน ในขณะท่ีต้องคำนึงถึงข้อผิดพลาดในการวัดตัวแปรแฝงที่เกิดขึ้นใน

ระหว่างการศึกษาไปพร้อมกัน (Kline, 2015) แม้ว่าการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นจะมีข้อ

ได้เปรียบท่ีดีในการใช้แบบจำลองในการอธิบายปรากฏการณ์ แต่ความซับซ้อนของการวิเคราะห์อาจเป�นอุปสรรค

และข้อผิดพลาดท่ีสำคัญ โดยเฉพาะอย่างยิ่งสำหรับนิสิต นักศึกษาหรือนักวิจัยมือใหม่ หนึ่งในป�ญหาท่ียุ่งยากท่ีสุดท่ี

นักวิจัยต้องเผชิญเมื่อใช้การวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น คือการกำหนดขนาดตัวอย่างท่ีเหมาะสม 

สำหรับการวิเคราะห์อย่างง่าย เช่น การทดสอบค่าที (t-test) การวิเคราะห์ความแปรปรวน (ANOVA) การ

วิเคราะห์ความแปรปรวนร่วม (ANCOVA) ตลอดจนการวิเคราะห์ถดถอย (Regression Analysis) มีตำราทางการ

วิจัยมากมายท่ีนำเสนอหลักการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์เหล่านี้ ซึง่ช่วยให้นักวิจัยสามารถคำนวณ
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ขนาดตัวอย่างที่เหมาะสมโดยใช้ตัวบ่งช้ี (indicator) ในการพิจารณาเพียงไม่กี่อย่าง เช่น อำนาจของการทดสอบ 

ระดับความสำคัญและขนาดอิทธิพล (effect size) แต่สำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น                   

มีวิธีการกำหนดขนาดตัวอย่างท่ีมีความยุ่งยากซับซ้อนมากกว่าหลายเท่าตัว 

 

การกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น 

การวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น วิธีการกำหนดขนาดตัวอย่างมักจะถูกพิจารณาในแง่

ของจำนวนตัวแปรที่สังเกตได้ สำหรับข้อมูลที่กระจายโดยปกติ Bentler and Chou (1987) แนะนำอัตราส่วน        

ข้ันต่ำเพียง 5 รายต่อตัวแปรก็เพียงพอเมื่อตัวแปรแฝงท่ีมีตัวแปรสังเกตได้หลายตัว ส่วนกฎหัวแม่มือหรือกฎนิ้วมือ

สิบนิ้ว (rule of thumb) ที่นำเสนอว่าการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น ขนาดของตัวอย่าง        

ที่ยอมรับได้คือ 10 รายต่อตัวแปรบ่งชี้ (indicator variable) หรือ ตัวแปรสังเกตได้ (observe variable) หนึ่งตัว 

ใช้ในกรณีท่ีจำนวนตัวอย่างมีจำนวนเพียงพอสำหรับเกณฑ์ต่ำสุดท่ีเป�นไปได้สำหรับการวิเคราะห์ นักวิจัยส่วนใหญ่

ยอมรับว่าการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น ต้องการขนาดตัวอย่างขนาดใหญ่ นักวิจัยจำนวนมาก

ใช้เกณฑ์ขั้นต่ำคือ 300 รายขึ้นไป (Comrey & Lee, 2013; Tabachnick & Fidell, 2012) แต่ข้อสรุปนี้อาจจะ          

ไม่เหมาะกับนักวิเคราะห์ส่วนใหญ่ เนื่องจากไม่มีการคำนวณหรือวิธีการท่ีถูกต้องท่ีได้รับการยอมรับในระดับสากล 

สำหรับการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น นักวิจัยและนักวิชาการ

สถิติบางคนแนะนำให้ใช้อัตราส่วนจำนวนตัวอย่างต่อค่าพารามิเตอร์โดยประมาณ (N : Q rule; number of 

cases (N) to the number of model parameters that require statistical estimates (Q).) เป �นแนวทาง 

โดยเฉพาะ Kline (2015) แนะนำว่าอัตราส่วน N : Q ควรเป�น 20 ต่อ 1 หรือ 20 ราย (participants) สำหรับ            

แต่ละพารามิเตอร์โดยประมาณในแบบจำลอง ซึ่งผู้เชี่ยวชาญบางส่วนแนะนำว่าอัตราส่วน N : Q สามารถกำหนด

ต่ำลงได้ถึง 10 ต่อ 1 (Schreiber et al., 2006) หรือ 5 ต่อ 1 ก็ยังสามารถทำได้ (Bentler & Chou, 1987)        

เห็นได้ชัดว่ามีความแปรปรวนและความไม่แน่นอนมากมายในการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์

แบบจำลองสมการโครงสร้างเชิงเส้น แม้จะเป�นแนวทางที่เสนอโดยนักวิชาการที่เชี ่ยวชาญด้านการวิเคราะห์

แบบจำลองสมการโครงสร้างเชิงเส้นก็ตาม 

การกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นยังขึ้นอยู่กับจำนวน         

ตัวแปรสังเกตได้ต่อตัวแปรแฝง (Marsh, et al., 1998; Marsh & Hau, 1999) ตามที ่น ักวิจัยบางคนเสนอว่า       

ตัวแปรสังเกตได้ที่มีจำนวนมากขึ้นต่อป�จจัยอาจชดเชยตัวอย่างที่มีขนาดเล็กได้ และขนาดตัวอย่างที่ใหญ่กว่า        

อาจชดเชยตัวแปรสังเกตได้บางอย่างต่อป�จจัยได้เช่นเดียวกัน ให้พิจารณาว่าขนาดตัวอย่างของ n=50 ราย เพียงพอ

สำหรับโมเดลการวิเคราะห์องค์ประกอบเชิงยืนยัน (Confirmatory Factor Analysis : CFA) ที่มีตัวแปรสงัเกตได้ 

6-12 ตัวแปรต่อองค์ประกอบ ในขณะท่ีนักวิชาการส่วนหนึ่งเสนอว่าขนาดตัวอย่างควรเป�นอย่างน้อย n=100 ราย 

สำหรับโมเดลการวิเคราะห์ท่ีมตัีวแปรสังเกตได้ 3 - 4 ตัวแปรต่อองค์ประกอบ (Boomsma, 1985; Marsh & Hau, 
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1999) อย่างไรก็ตามหากมีเพียง 2 ตัวแปรสังเกตได้ต่อองค์ประกอบในโมเดลการวิเคราะห์องค์ประกอบยืนยัน 

ขนาดตัวอย่างท่ีจำเป�นสำหรับการวิเคราะห์ต้องมีอย่างน้อยไม่ต่ำกว่า 400 ราย (Kline, 2015) 

ในทางสถิติความแปรปรวนร่วมนั้นมีความเสถียรน้อยกว่าเมื่อประมาณค่าจากตัวอย่างขนาดเล็ก ดังนั้น

การวิเคราะห์ความสัมพันธ์โครงสร้างเชิงเส้นขนาดของตัวอย่างขึ ้นอยู่กับความแปรปรวนร่วม การประมาณ

พารามิเตอร์และการทดสอบความตรงของโมเดล (ความกลมกลืน) ด้วยสถิติไคกำลังสองก็มีความอ่อนไหวต่อขนาด

ตัวอย่างมากเช่นกัน ดังนั้นนักสถิติเสนอว่า การวิเคราะห์ความสัมพันธ์โครงสร้างเชิงเส้น จะใช้ตัวอย่างเช่นเดียวกับ

การวิเคราะห์องค์ประกอบ ซึ่งเป�นเทคนิคการวิเคราะห์ท่ีใช้ตัวอย่างขนาดใหญ่ (Tabachnic & Fidell, 2007 cited 

in Velicer & Fava, 1998) อย่างไรก็ตามพบว่า ในการวิเคราะห์องค์ประกอบเชิงสำรวจ (exploratory factor 

analysis) ขนาดของน ้ำหน ักองค ์ประกอบ ( factor loading) จำนวนต ัวแปรและขนาดของต ัวอย่าง                       

เป�นองค์ประกอบสำคัญในการได้แบบจำลององค์ประกอบท่ีดี หลักการนี้ใช้กับการวิเคราะห์ความสัมพันธ์โครงสร้าง            

เชิงเส้น (SEM) กไ็ด้เช่นเดียวกัน แบบจำลองท่ีดีนั้นคาดการณ์ค่าพารามิเตอร์ได้ยากและตัวแปรท่ีเช่ือถือได้อาจมีค่า

น้อยลง แม้ว่า การวิเคราะห์ความสัมพันธ์โครงสร้างเชิงเส้นจะเป�นเทคนิคในการวิเคราะห์ทางสถิติที่ใช้ตัวอย่าง

ขนาดใหญ่ แต่เนื่องจากเทคนิคการทดสอบทางสถิติแบบใหม่ ๆ ที่ได้รับการพัฒนาขึ้นในยุคหลังๆ ยอมรับให้มี           

การวิเคราะห์ความสัมพันธ์โครงสร้างเชิงเส้นได้เมื่อมีตัวอย่างน้อยที่สุดไม่ต่ำกว่า 60 ตัวอย่างขึ้นไป (Bentler & 

Yuan, 1999) 

Thakkar (2020) เสนอว่าขนาดตัวอย่างที่จะต้องพิจารณาในการวิเคราะห์แบบจำลองสมการโครงสร้าง 

เชิงเส้น (SEM) นั้นมีความจำเป�น เนื่องจากการวิเคราะห์ SEM มีขนาดใหญ่มากและยังมีความสามารถในการจัดการ

ข้อมูลท่ีซับซ้อนของความสัมพันธ์ระหว่างข้อมูลหลายตัวแปรดังนั้นขนาดตัวอย่างจึงเป�นส่ิงสำคัญ มีสองสมมติฐาน

ยอดนิยมที่ทำในกรณีของขนาดตัวอย่างที่เป�นไปได้ก็คือควรมีอย่างน้อย 50 หรือมากกว่า 200 หรือมากกว่า            

แปดเท่าของจำนวนตัวแปรที่ใช้ในโมเดลการวิเคราะห์ นอกจากนี้ยังมีข้อเสนอของ Hair et al. (2019) เสนอ

เงื่อนไขการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น ไว้ในตาราง 1 ดังนี้ 

 

ตาราง 1 แสดงแนวทางการกำหนดขนาดตัวอย่างตามวิธีการของ Hair et al. (2019) 

ข้อเสนอ เง่ือนไข / ข้อพิจารณาใน SEM โมเดล ขนาดตัวอย่าง 

ข้อเสนอท่ี 1 - โครงสร้างมีห้าองค์ประกอบหรือน้อยกว่า 

- ในแต่ละองค์ประกอบมีตัวแปรสังเกตได้มากกว่า 3 ตัว 

- ค่า item communalities เท่ากับ 0.6 หรือสูงกวา่ 

100 - 150 ราย 

ข้อเสนอท่ี 2 - โครงสร้างมีเจ็ดองค์ประกอบหรือน้อยกว่า 

- ค่า item communalities อยู่ระหว่าง 0.45-0.55 

200 ราย 

ข้อเสนอท่ี 3 - โครงสร้างมีน้อยกว่าเจ็ดองค์ประกอบ มากกว่า 300 ราย 
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ข้อเสนอ เง่ือนไข / ข้อพิจารณาใน SEM โมเดล ขนาดตัวอย่าง 

- ค่า item communalities มีค่าน้อยกว่า .45 และ/หรือ มีหลายค่าต่ำ

กว่าท่ียอมรับได้ (under-identified) 3 ค่า 

ข้อเสนอท่ี 4 - โครงสร้างมีหลายองค์ประกอบ 

- ค่า item communalities บางค่าต่ำกว่าท่ียอมรับได้ (under-

identified) และ/หรือองค์ประกอบมีตัวแปรสังเกตได้น้อยกว่า 3 ตัว 

มากกว่า 500 ราย 

 

อย่างไรก็ตาม การวิเคราะห์แบบจำลองสมการความสัมพันธ์โครงสร้างเชิงเส้น (Structural Equation 

Modeling : SEM) จัดเป�นเทคนิคการวิเคราะห์ที่อาศัยขนาดตัวอย่างขนาดใหญ ่(Hair,  et al., 2019; Härdle & 

Simar, 2019) จึงไม่อาจใช้วิธีการกำหนดขนาดตัวอย่างเหมือนงานวิจัยเชิงสำรวจโดยทั่ว ๆ ไป การวิเคราะห์

องค์ประกอบ Tabachnick and Fidell (2012) ผู้วิจัยต้องพิจารณาเงื ่อนไขต่างๆ อย่างละเอียดประกอบการ

พิจารณาการกำหนดขนาดตัวอย่างของการวิเคราะห์ด้วย ข้อเสนอของ Comrey and Lee ที่เสนอไว้ในป� 1992 

(Tabachnick & Fidell, 2007) ระบุว่าการวิเคราะห์ในลักษณะนี้ ขนาดตัวอย่าง 50 รายถือว่าใช้ไม่ได้ 100 รายข้ึน

ไปก็ยังไม่น่าเชื่อถือ แต่ถ้า 200 รายข้ึนไปก็พอเชื่อถือได้ แต่ถ้าได้ตัวอย่าง 300 รายขึ้นไปถือว่าดี หรือถ้าตัวอย่าง 

500 รายขึ้นไปถือว่าดีมาก แต่ถ้าต้องการผลการวิเคราะห์องค์ประกอบที่ยอดเยี่ยมที่สุดจะต้องใช้ตัวอย่าง 1000 

รายขึ้นไป อย่างไรก็ตามข้อเสนอของ MacCallum et al. (Tabachnick & Fidell, 2014 cited in MacCallum 

et al., 1999) ระบุว่าการวิเคราะห์องค์ประกอบท่ีให้ผลการวิเคราะห์ท่ีน่าเช่ือถือต้องใช้ตัวอย่างมากกว่า 500 ราย

ข้ึนไป นอกจากนี้ Denis (2021) เสนอว่าขนาดตัวอย่าง 300 ข้ึนไปถือเป�นความจำเป�นข้ันต่ำสำหรับการวิเคราะห์

องค์ประกอบ แต่ถ้าในกรณีท่ีค่า communalities ต่ำมากๆ และองค์ประกอบที่กำหนดไว้ไม่ดีพอ (factors are 

poorly determined) ต้องใช้ขนาดตัวอย่าง 500 รายข้ึนไป ซึ่งในทรรศนะผู้เขียนเห็นว่าแนวทางหลังเป�นตัวเลือก

ท่ีดีกว่าในการกำหนดขนาดตัวอย่างท่ีดี 

 

คอมพิวเตอร์กับการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น 

ในป�จจุบัน ด้วยวิวัฒนาการของเทคโนโลยีทางด้านคอมพิวเตอร์ และระบบการประมวลผลออนไลน์ ทำให้

มีการแก้ป�ญหาของการคำนวณขนาดตัวอย่างของการวิจัย ด้วยการสร้างโปรแกรมการคำนวณขนาดตัวอย่าง

ออนไลน์ขึ้นมาให้กับนักวิจัยต่างๆ ได้เข้าไปใช้ในงาน เพื่อให้ง่าย สะดวกและมีความถูกต้องแม่นยำในการกำหนด

ขนาดตัวอย่างมากขึ้น ทำให้การประมาณค่าตัวอย่างสำหรับการวิจัยมีความละเอียดมากยิ่งขึ้นสามารถให้จำนวน

ตัวอย่างในทุกช่วงค่าของประชากร และสามารถทำได้อย่างรวดเร็ว ซึ่งในป�จจุบันมีโปรแกรมคอมพิวเตอร์สำหรับ

การกำหนดขนาดตัวอย่างและมีการเผยแพร่ผ่านช่องทางออนไลน์เพื่อให้นักวิจัยนำไปประยุกต์ใช้งานอยู่เป�นจำนวน

ตาราง 1 (ต่อ) 
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มากมายหลายโปรแกรม แต่ในบทความนี้ผู้เขียนจะขอนำเสนอตัวอย่างโปรแกรมการคำนวณขนาดตัวอย่าง

ออนไลน์ตามวิธีการของโซเปอร ์ท่ีนักวิจัยนิยมใช้ในการอ้างอิง เพื่อให้ผู้อ่านได้มองเห็นภาพในเบ้ืองต้น ดังนี้ 

โปรแกรมการคำนวณขนาดตัวอย่างสำหรับการว ิเคราะห์แบบจำลองสมการโครงสร ้างเชิงเส้น 

analyticscalculators.com และ https://www.danielsoper.com (Soper, 2022) นำเสนอโดย Dr.Daniel 

Soper ศาสตราจารย์ด้าน  Information Systems & Decision Sciences จากมหาวิทยาลัย California State 

University ประเทศสหรัฐ ได้ทำการสร้างโปรแกรมสำหรับการคำนวณหาขนาดตัวอย่างที่เหมาะสมสำหรับการ

ว ิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น โดยนำเสนอโปรแกรมในลักษณะออนไลน์ผ ่านเว็บไซต์ 

analyticscalculators.com โดยโปรแกรมสำหรับการวิเคราะห์หาขนาดตัวอย่างท่ีเหมาะสมสำหรับการวิเคราะห์

แบบจำลองสมการโครงสร้างเชิงเส้น นี้มีชื ่อว่า Structural Equation Model Sample Size Calculator ซึ่ง

นักวิจัยทั่วไปสามารถที่จะเข้าไปเลือกใช้ โดยเข้าไปที่หน้าเว็บ ตาม URL ที่ระบุ (Soper, 2022) (Soper, 2022b) 

เช ่น  Analyticscalculators URL : https://www.analyticscalculators.com/calculator.aspx?id=89 หรือ 

danielsoper.com URL : https://www.danielsoper.com/statcalc/calculator.aspx?id=89 

 ยกตัวอย่าง สำหรับเว็บ analyticscalculators.com เมื ่อเข้าสู ่หน้าเว็บตามที่อยู่ที ่ระบุข้างต้น จะพบ

หน้าจอดังภาพประกอบ 1 ซึ่งนักวิจัยจะต้องทำการตอบคำถามหรือป้อนข้อมูลเกี่ยวกับลักษณะของแบบจำลอง

สมการโครงสร้างเชิงเส้นท่ีผู้วิจัยต้องการศึกษา ว่ามีคุณลักษณะเบ้ืองต้นอย่างไร โดยจะต้องลงรายละเอียดข้อมูลใน

เรื่องต่างๆ ดังต่อไปนี ้

1. Expected effect size (ค่าอิทธิพลท่ีผู้วิจัยคาดหวัง) ขนาดของค่าอิทธิพลท่ีสมบูรณ์ท่ีสุดข้ันต่ำท่ีผู้วิจัย

คาดการณ์ไว ้โดยมีค่าท่ีให้กำหนดได้ 3 ระดับ คือ 0.1 (ระดับต่ำ) 0.3 (ระดับปานกลาง) และ 0.5 (ระดับมาก)  

 2. Latent variables (จำนวนตัวแปรแฝง) ตามจำนวนตัวแปรท่ีผู้วิจัยศึกษา 

 3. Observed variables (จำนวนตัวแปรท่ีสังเกตได้) ตามจำนวนตัวแปรท่ีผู้วิจัยศึกษา 

4. p-value (ค่าความคลาดเคลื่อน หรือระดับนัยสำคัญ) ค่าที่กำหนดจะต้องต่ำกว่าหรือเท่ากับ .05 

เท่านั้น 

5. Statistical power (ค่าอำนาจของการทดสอบ) ค่าที่กำหนดจะต้องสูงกว่าหรือเท่ากับ .80 ขึ้นไป

เท่านั้น 
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ภาพ 2 แสดงโปรแกรมการคำนวณขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้าง               

         เชิงเส้น analyticscalculators.com (Soper, 2022) 
 

 ตัวอย่างเช่น ผู ้วิจัยกำหนดค่า Expected effect size เท่ากับ 0.3 (ระดับปานกลาง) จำนวน Latent 

variables เท่ากับ 6 จำนวน Observed variables เท่ากับ 24 ค่า p-value เท่ากับ .05 ค่า Statistical power 

เท่ากับ .95 โปรแกรมจะกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์ ไว้ 3 ระดับ เพื่อให้ผู ้วิจัยตัดสินใจ คือ 

minimum sample size to detect effect (ขนาดตัวอย่างขั้นต่ำที่จะตรวจพบเอฟเฟกต์) 236 ราย minimum 

sample size for model structure (ขนาดตัวอย่างขั้นต่ำสำหรับโครงสร้างของแบบจำลอง) เท่ากับ 100 ราย 

และ recommended minimum sample size (ขนาดตัวอย่างขั ้นต่ำท่ีโปรแกรมแนะนำให้ใช้) คือ 236 ราย             

ดังภาพ 3 

 

ภาพ 3 แสดงผลการคำนวณขนาดตัวอย่างจากโปรแกรมการคำนวณขนาดตัวอย่างสำหรับการวิเคราะห์ 

      แบบจำลองสมการโครงสร้างเชิงเส้น analyticscalculators.com (Soper, 2022) 
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 แต่ถ้าผู้วิจัยกำหนดค่าอิทธิพลที่ผู้วิจัยคาดหวัง เป�น 0.5 (ระดับมาก) โปรแกรมจะกำหนดขนาดตัวอยา่ง

สำหรับการวิเคราะห์ ไว้ 3 ระดับ เพื่อให้ผู้วิจัยตัดสินใจ คือ Minimum sample size to detect effect ไม่ต่ำกว่า 

58 ราย Minimum sample size for model structure ไม่ต่ำกว่า 100 ราย และ Recommended minimum 

sample size ไม่ต่ำกว่า 100 ราย สำหรับเว็บ danielsoper.com เมื่อเข้าสู่หน้าเว็บตามท่ีอยู่ท่ีระบุข้างต้น จะพบ

หน้าจอดังภาพ 4  

 
ภาพ 4 แสดงโปรแกรมการคำนวณขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น  

    danielsoper.com (Soper, 2022b) 

 

จากภาพ 4 นักวิจัยจะต้องทำการตอบคำถามหรือป้อนข้อมูลเกี่ยวกับลักษณะของแบบจำลองสมการ

โครงสร้างเชิงเส้นที่ผู้วิจัยต้องการศึกษา ว่ามีคุณลักษณะเบื้องต้นอย่างไร โดยจะต้องลงรายละเอียดข้อมูลในเรื่อง

ต่าง ๆ (Soper, 2022b) ดังต่อไปนี้ 

1. anticipated effect size: (ค่าอิทธิพลที่ผู ้วิจัยคาดหวัง) ขนาดของค่าอิทธิพลท่ีสมบูรณ์ที่สุดขั ้นต่ำ              

ท่ีผู ้ว ิจัยคาดการณ์ไว้ โดยมีค่าที ่ให้กำหนดได้ 3 ระดับ คือ 0.1 (ระดับต่ำ) 0.3 (ระดับปานกลาง) และ 0.5                 

(ระดับมาก)  

2. desired statistical power level (ค่าอำนาจของการทดสอบ) ค่าที่กำหนดจะต้องสูงกว่าหรือเท่ากับ 

.80 ข้ึนไปเท่านั้น 
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3. number of latent variables (จำนวนตัวแปรแฝง) ตามจำนวนตัวแปรท่ีผู้วิจัยศึกษา 

4. number of observed variables (จำนวนตัวแปรท่ีสังเกตได้) ตามจำนวนตัวแปรท่ีผู้วิจัยศึกษา 

5. probability level (ค่าความคลาดเคล่ือน หรือระดับนัยสำคัญ) ค่าท่ีกำหนดจะต้องต่ำกว่าหรือเท่ากับ 

.05 เท่านั้น 

 การกำหนดขนาดตัวอย่างตามวิธีการของ Soper จะต้องคำนวณขนาดตัวอย่างจากแบบจำลองทั้งหมด           

ในครั้งเดียว ในแบบจำลองในภาพรวม จะไม่คำนวณขนาดตัวอย่างทีละองค์ประกอบ ท้ังนี้เพื่อป้องกันไม่ให้ค่าความ

คลาดเคลื่อนแบบที่หนึ่งมีค่ามากเกินไป เช่น คำนวณขนาดตัวอย่างทีละองค์ประกอบ จำนวน 3 องค์ประกอบ

คำนวณ 3 ครั้ง จะได้ค่าความคลาดเคลื่อนแบบแอลฟาเป�น 0.15 แทนที่จะเป�น 0.05 และการกำหนดค่าอิทธิพล          

ที่ผู้วิจัยคาดหวังไม่ควรจะตั้งค่าไว้สูง ควรจะตั้งค่าอิทธิพลที่ผู ้วิจัยคาดหวังไว้ต่ำ ๆ เพื่อป้องกันความผิดพลาด           

ท่ีอาจจะมาจากธรรมชาติของข้อมูลไม่เป�นไปตามท่ีผู้วิจัยคาดหวังไว้ 

 ส่วนผลการวิเคราะห์ก็จะขนาดตัวอย่างท่ีเท่ากันระหว่างท้ังสองเว็บไซต์ ซึ่งการเลือกใช้โปรแกรมออนไลน์

กำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น ในทรรศนะของผู้เขียนเห็นว่า

นักวิจัยควรกำหนดให้ค่าอำนาจการทดสอบมีค่าสูงไว้ก่อน ทั้งนี้เนื่องจาก สิ่งแรกและสำคัญที่สุดของอำนาจการ

ทดสอบ (Power of Test)  คือ ความน่าจะเป�น อำนาจของการทดสอบคือความน่าจะเป�นที ่เราจะปฏิเสธ

สมมติฐานท่ีเป�นกลาง (null hypothesis) ท่ีผู้วิจัยกำหนดไว้หากสมมติฐานท่ีเป�นกลางนั้นเป�นเท็จ ไม่จริง ลวง ซึ่งมี

ค่าเท่ากบั 1 - β (1 ลบด้วยค่าความคลาดเคล่ือนแบบท่ี II หรือความคลาดเคล่ือนแบบเบต้า : ความคลาดเคล่ือนท่ี

เกิดข้ึนจากการท่ีเรายอมรับสมมุติฐานท่ีเป�นกลางท้ัง ๆ ท่ีมันเป�นเท็จ) หากสมมติฐานท่ีเป�นกลางนั้นเป�นจริง เราก็

ไม่จำเป�นต้องมาคำนึงว่าการวิเคราะห์จะต้องมีอำนาจของการทดสอบเท่าใด (การทบทวนวรรณกรรมอย่างเข้มข้น

จะช่วยลดโอกาสท่ีสมมุติฐานท่ีเป�นกลางนั้นจะเป�นสมมุติฐานลวงหรือเท็จ) แม้เราจะยอมรับสมมุติฐานท่ีเป�นกลาง

นั้นก็ไม่ก่อให้เกิดความเสียหายใดๆ ได้ อำนาจของการทดสอบเราอาจจะมองในแง่ที่ว่า "มันคือความไวของการ

ทดสอบทางสถิติเพื่อตรวจจับเท็จหรือการหลอกลวงของสมมติฐานท่ีเป�นกลาง" หากการทดสอบไม่มีความไวต่อการ

ปฏิเสธสมมุติฐานที่เป�นกลาง (ในแง่ของสมมติฐานทางเลือก) เราจะไม่ทำการตรวจสอบการปฏิเสธสมมุติฐาน

ดังกล่าวนั้น แต่ถ้าหากการทดสอบมีความไวต่อทดสอบเราจะสามารถวิเคราะห์ผลและอนุมานสมมุติฐานทางเลือก

ได้อย่างถูกต้องเพื่อตอบประเด็นคำถามของการวิจัยได้อย่างแม่นยำมากที่สุด (Denis, 2021) การกำหนดขนาด

ตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นด้วยโปรแกรมออนไลน์นี้ผู้เขียนขอเรียกส้ัน ๆ ว่า 

วิธีการของโซเปอร์ (Soper method) (Soper, 2022; Soper, 2022b) นักวิจัยจะต้องรายงานคุณสมบัติต่าง ๆ  

ท้ัง 5 ประการในรายงานการวิจัยด้วยเพื่อให้ผู้อ่านได้พิจารณา ได้แก่ จำนวนตัวแปรท่ีสังเกตได้ จำนวนตัวแปรแฝง 

ค่าอิทธิพลที่ผู้วิจัยคาดหวัง ค่าอำนาจของการทดสอบ และค่าความคลาดเคลื่อน หรือระดับนัยสำคัญ พร้อมด้วย

ขนาดตัวอย่างท้ัง 3 ระดับท่ีได้จากผลการคำนวณ 
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อย่างไรกต็ามการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น มีความ

ซับซ้อน และยังไม่มีมาตรฐานท่ีแน่นอนท่ีสุดสำหรับการกำหนดขนาดตัวอย่างท่ีเหมาะสมสำหรับการวิเคราะห์ และ

กฎท่ีกำหนดไว้ไม่สามารถใช้ได้ในทุกสถานการณ์ของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น (Muthén 

& Muthén, 2002) ผู้วิจัยที่ทำการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นอาจจะต้องพิจารณาจากหลายๆ 

ป�จจัยประกอบกันในการกำหนดขนาดตัวอย่างที่มีความเหมาะสม เพื่อให้ผลการวิเคราะห์มีความสมบูรณ์และ

น่าเช่ือถือได้มากท่ีสุด 

วิธีการจำลองแบบมอนติคาโล (Monte Carlo simulation method) กำลังกลายเป�นวิธีที่ได้รับความ

นิยมมากขึ้นในการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น เพื่อการอภิปรายในเชิงลึก (Wolf et al., 2013; 

Wang & Wang, 2020) ในระยะสั้นวิธีการจำลองแบบมอนติคาโลช่วยให้นักวิจัยสร้างแบบจำลองตามข้อกำหนด           

ท่ีแน่นอนของผู้วิจัย จากนั้นทดสอบแบบจำลองในชุดข้อมูลท่ีมาจากการสุ่มกับตัวอย่างท่ีมีขนาดแตกต่างกันนับพัน 

ซึ่งวิธีการนี้จะช่วยให้นักวิจัยเห็นค่าอิทธิพลในแบบจำลอง ท่ีเกิดข้ึนบ่อยครั้ง (อำนาจของการทดสอบ) ข้อได้เปรียบ

ของวิธีการนี้คือช่วยให้นักวิจัยสามารถกำหนดขนาดตัวอย่างที่เหมาะสมสำหรับแบบจำลองที่จะดำเนินการ

วิเคราะห์ แต่อย่างไรก็ตามวิธีการจำลองแบบมอนติคาโลนี้ต้องใช้ความเช่ียวชาญในการวิเคราะห์ข้อมูลในระดับสูง

ในของผู้วิเคราะห์ ซอฟต์แวร์ทางสถิติที ่มีความเฉพาะเจาะจงมาก เช่น โปรแกรม Mplus จึงจะสามารถที่จะ

ดำเนินการ อย่างถูกต้อง ซึ ่งวิธีการนี้คาดว่าจะได้ร ับความนิยมมากยิ ่งขึ ้นในอนาคต (Barbu & Zhu, 2020; 

Mitchell, 2017; Rubinstein & Kroese, 2016) นอกจากนี้ยังมีวิธีการประมาณขนาดตัวอย่างแบบซาโตร่า-ซาริส 

(Satorra-Saris method) ท่ีอาศัยความสามารถในการประมวลผลของซอฟแวร์อย่าง โปรแกรม SAS และ Mplus 

เป�นต้น (Wang & Wang, 2020) 

นอกจากนี้ผู้เขียนยังได้นำเสนอแนวทางการพิจารณาการกำหนดขนาดตัวอย่างจากตารางการกำหนด

ขนาดตัวอย่างสำหรับเทคนิคการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น (RSS sample size table for 

Structural Equation Modeling: SEM) ท่ีได้ทำการสังเคราะห์ข้ึน โดยสรุปจากแนวคิด Christensen, Johnson, 

and Turner (2014); Patten and Newhart (2018); Creative Research Systems (2022); Tabachnick and 

Fidell (2007); Tabachnick, Fidell, and Ullman (2018); Denis (2021) ซึ่งผู ้เขียนได้ใช้วิธีการประมวลองค์

ความรู้ และเงื่อนไขต่างๆ ที่จำเป�นสำหรับการพิจารณากำหนดขนาดตัวอย่างสำหรับการวิเคราะห์โดยอิงพื้นฐาน

เทคนิคการวิเคราะห์ที่จำเป�นจะต้องใช้ตัวอย่างขนาดใหญ่มาประกอบในการพิจารณา โดยคาดหวังว่าจะเป�น

ทางเลือกให้ผู้วิจัยนำไปใช้ในการพิจารณาหรืออ้างอิงสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น              

ดังตาราง 2 
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ตาราง 2 แสดงขนาดตัวอย่างสำหรับเทคนิคการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นท่ีเป�นไปได้ 

ตารางการกำหนดขนาดตัวอย่างสำหรบัเทคนิคการวิเคราะห์แบบจำลองสมการโครงสรา้งเชิงเส้น 

(RSS sample size table for Structural Equation Modeling : SEM) 

N n N n N n N n Value n 

60 52 700 248 4,000 351 40,000 381 For large sample size 

analysis technique 70 59 800 260 5,000 357 50,000 381 

80 66 900 269 6,000 361 60,000 382 Very poor 50 

90 73 1,000 278 7,000 364 75,000 382 Poor 100 

100 80 1,100 285 8,000 367 80,000 382 Fair 200 

200 132 1,200 291 9,000 368 90,000 383 Good 300 

300 169 1,400 302 10,000 370 100,000 383 Very good 500 

400 196 1,500 306 15,000 375 200,000 383 Excellent 1,000 

500 217 2,000 322 20,000 377 300,000 383 Exceptional 1,200 

600 234 3,000 341 30,000 379 400,000 383 Profound 1,500 

  หมายเหตุ Large sample size analysis technique ได้แก ่Factor analysis, Structural Equation 

Modeling and other 

การพิจารณาเงื่อนไขทั้งหมดนี้ เพื่อให้ผลการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นและการสรุป

ผลการวิจัยมีความคลาดเคลื่อนน้อยที่สุด ถูกต้องแม่นยำ ปราศจากข้อสงสัยในการอธิบายปรากฏการณ์ตาม

แบบจำลองที่ได้จากการวิเคราะห์ ข้อเสนอต่างๆ ที่นำเสนอในบทความนี้ล้วนเป�นข้อเสนอที่ได้รับการยอมรับ

สำหรับการวิจัยทางพฤติกรรมศาสตร์และสังคมศาสตร์ในระดับสากล จึงน่าจะเป�นแนวทางที่ดีและเป�นทางเลอืก

สำหรับนักวิจัยท่ีจะต้องทำการพิจารณากำหนดขนาดตัวอย่างสำหรับการวิเคราะห์ผลการวิจัยด้วยวิธีการวิเคราะห์

แบบจำลองสมการโครงสร้างเชิงเส้น ท้ายท่ีสุดป�จจัยท่ีมีอิทธิพลต่อขนาดตัวอย่างท่ีสำคัญอีกประการหนึ่งท่ีนักวิจัย

ต้องคำนึงถึงคือ จริยธรรมของการวิจัย โดยเฉพาะถ้ากำหนดขนาดตัวอย่างขนาดใหญ่เกินไป อาจจะเกิดการใช้

ตัวอย่างเข้าร่วมในการวิจัยเพิ่มเติมโดยไม่จำเป�นซึ่งอาจเป�นประเด็นทางจรรยาบรรณของการวิจัย ในทางกลับกัน

หากตัวอย่างมีขนาดเล็กเกินไปก็ไม่น่าเป�นไปได้ท่ีจะทำให้การวิจัยประสบความสำเร็จ นักวิจัยต้องคำนึงถึงนัยสำคัญ

และหลักการทางสถิติท่ีใช้ในการวิเคราะห์ประกอบกันด้วยเพื่อให้ผลลัพธ์ท่ีได้อยู่ในขอบเขตของผลลัพธ์ท่ีคาดหวัง

ในทางสถิติ (Gravetter, 2018) นักวิจัยต้องพิจารณาทุกเงื่อนไขประกอบกันอย่างรอบคอบท่ีสุดเท่าท่ีจะทำได้เพื่อ

ลดความผิดพลาดต่างๆ ท่ีอาจจะเกิดข้ึนในกระบวนการของการวิจัย 
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สรุปและข้อเสนอเพื่อการประยุกต์ใช้ 

เนื่องจากการกำหนดขนาดตัวอย่างของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นสามารถทำได้ 

ในหลายแนวทางดังที่ผู้เขียนได้นำเสนอมาทั้งที่การใช้โปรแกรมออนไลน์ การใช้ตารางสำเร็จรูป และจากตาราง   

การกำหนดขนาดตัวอย่างสำหรับเทคนิคการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น (RSS sample size 

table for Structural Equation Modeling: SEM) ที่ผู ้เขียนได้สังเคราะห์ขึ้น แม้ว่าการกำหนดขนาดตัวอย่าง 

สำหรับการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้นจะมีหลักการงา่ยๆ โดยทั่วไปว่า ประมาณ 10-20 เท่าของ 

ค่าพารามิเตอร์ท่ีนับจากเมทริกซ์ทั้ง 8 ในการวิเคราะห์ของแบบจำลองสมการโครงสร้างเชิงเส้น (SEM model) 

หรือตามวิธีการของโซเปอร์ (Soper method)  ท้ายสุดในกลุ่มนักวิจัยทางพฤติกรรมศาสตร์ก็ยังคงมีความเห็น 

ตรงกันว่า ไม่ว่าจะใช้วิธีการใดในการกำหนดขนาดตัวอย่างสำหรับการวิเคราะห์แบบจำลองสมการโครงสร้าง 

เชิงเส้นก็จะต้องพิจารณาในเงื ่อนไข 2 ประการ คือ ประการแรกเงื ่อนไขสำหรับการประมาณค่าพารามิเตอร์ 

ของเทคนคิวิธีการทางสถิติต่างๆ เช่น EFA, CFA, SEM, MSEM ฯลฯ และประการท่ีสองคือเง่อืนไขการเป�นตัวแทน 

ของประชากร (truly representativeness) ด้วยขนาดของตัวอย่างท่ีเพียงพอสำหรับการสรุปอ้างอิง (minimum 

requirement) ไปยังประชากรที่ศึกษา ถ้าพิจารณาผ่านในเงื่อนไขแรก ก็ต้องมาดูความพอเพียงขั้นต่ำในเงื่อนไข 

ท่ีสองประกอบกันด้วย เพราะการกำหนดขนาดตัวอย่างของการวิเคราะห์แบบจำลองสมการโครงสร้างเชิงเส้น 

สามารถทำได้ในหลายแนวทาง และมีข้อพิจารณาตามหลักการทางสถิติ หลักการวิจัยตลอดจนหลักการวิเคราะห์ 

อยู่หลายประการ ซึ่งผู้วิจัยจะต้องทำการพิจารณาว่า ธรรมชาติของการวิเคราะห์แบบจำลองสมการโครงสร้าง 

เชิงเส้นที่ดำเนินการอยู่นั้นมลีักษณะเป�นการวิเคราะห์ทีม่ขีอบเขตของตัวแปรมากน้อยแค่ไหน ค่าอิทธิพลที่ผู้วิจัย 

คาดหวังหรือขนาดของค่าอิทธิพลท่ีสัมบูรณ์ท่ีสุดข้ันต่ำท่ีผู้วิจัยคาดการณ์ไว้มีค่าเท่าไร จำนวนตัวแปรแฝงที่ต้องการ 

ศึกษามีมากน้องเพียงใด รวมถึงจำนวนตัวแปรท่ีสังเกตได้ท่ีสามารถวัดได้อย่างเท่ียงตรง ค่าความคลาดเคล่ือน หรือ 

ระดับนยัสำคัญที่ยอมรับได้ ตลอดจนอำนาจของการทดสอบทางสถิติ ท้ังนี้ต้องพิจารณาถึงงบประมาณมีมากน้อย 

เท่าไร และอื่นๆ อีกหลายประการ เพราะการออกแบบตัวอย่าง (sampling design) เป�นเรื่องท่ีสำคัญท่ีสุดในการ 

ออกแบบการวิจัย (research design) ท่ีจะทำให้งานวิจัยแต่ละเรื่องมีความเฉพาะเจาะจงและมีคุณภาพ 
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