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Comparison of Invariance Analysis Methods of Measurement Model

Between Maximum Likelihood Estimation and Bayesian Analysis
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Abstract

The study of invariance analysis of measurement model is to verify whether two or

more samples with different backerounds such as gender, age, experience, region, etc. have
similar opinions or not, regarding the measurement of latent variables in the model.
Researches on invariance analysis of measurement model have been very popular during the
past 2-3 decades, especially the development of analytical methods was rapid on both the
software and the algorithm. This article aimed to present comparatively between two
invariance analysis methods of measurement model, namely, the Maximum-likelihood
Estimation, which is widely used in research and is based on the concept of frequentist
statistics, and the Bayesian analysis, by presenting the analyzing steps and the syntax used in
the LISREL 8.72 and R 3.6.1 programs. In addition, the examples of analysis and the results are
shown in this article for those who are interested in this kind of research to understand and

be able to apply both methods of analysis in their own research.
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mu"?%’aﬁLﬁ'mﬁ'aqf‘“ﬁJﬂﬁﬁmméhUq%‘lugmwwmimmamﬁﬂ (measurement model) %38
Tuinaauni15d9laseaasne (structural equation modeling) 1o 9 farusiiueyn9d afiaedoq
mmaaummaamé’awaﬂmmaﬁ’u%@gaﬁaﬂi%ﬂ@ﬁa&Jaﬁamaauﬁmmﬂwma warlunsdifinis
Wedidegedud 2 nauiuluiumnenafuliiasdumuuandenadiuiausssy nw vie s
Fanquuszniiuandneiy dnideasinisiinsgsinguny (multi-sample analysis) (i e31A52%
malliuUsasuueinisia (measurement invariance analysis) 9nTumaaunistasiadaiiimusiy
(uednwal 35¥7e, 2554; gnuna 894196 aunda I9n5133000 waw Svilna Agylaynuim, 2554)
BanshanzinuilinusvasuestueaildiulutagfudnlngasldBnmsssanaiiaiminag
Hugega (Maximum-likelihnood estimation) #1wisnsiinsizsimalaiuysivasuveslunasmenis
AiAs1LUUIUE (Bayesian analysis) Sawulslannddn daty Ummwﬁﬂﬁau?ﬁwmaua?ﬁ'ﬂwﬁmiwﬁ
mliuusiasureddunas 2 Feludadieuiisutuneunisinseyt defdes iavesunazis

wiouTaEnfeg19Fds (Syntax) N3RS zsiselusunsy LISREL 8.72 waslusunsu R 3.6.1

a L4 [ a (%

nmsiesgiaulinusidasuvaslunanisin
lun1s3denddegesau 2 nguduld deeradunquiidenyiidefiuanaiesiuludiu
TAUTITU N1 130 NANUTTANTLANA1ITY N5TLATIERNG NN (multi-sample analysis) Liie

Ansgvimnulduusildeureinisin (measurement invariance analysis) 9MnlulnaaNn1slAsIas 19Uy
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foudadAny (uadnwal 35%dy, 2554; gnuna SedluR aunia F3ma5300 waw Svilna AglynmnyTa,
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2554) Ingnsiasziaailinusdsuvedumansinnieaunislaseain figasfanunevdn a
Uszns Uszneude 1) 1un1snsinaeuindiegiiddnuagynadsey fausssy vieuiannga
Usgrnsiuanenedu finsimnunisiadenuuianieiniesiiotaiinsstunioli egnals 2) iunns
nTaseUINiIet eiilidnvasmiloudumsiinzuuuitiy vieflanuunndiwesazuuulunsas
sfusznaumileudunieol 3) Wunsesivaeuanuunnasesiedauaznguludugindin
dumg iviliiAneuuensslunisnousneiuniola uag 4) Wunisnsaasuiinisdansein
nsnaaesyiliAansUa sundaslinanisiafiadied undolyl egrals (uednwal 35vd, 2554)
nmsfne wud lumsAnweailivsasuveslumaaunislassaieildtusgiaunsvans fe
mMsieseviawliulnvdsuvesTunaaunislassadisiienisussanuiniuyiazidugege

(maximum-likelihood estimation) Tagyinn153LA51E 181U LISREL F968991f891UI U889

'
a o

AdvwinunienefezausauanInani1sinseiladuszansamn deundasuiinsideninnis
a ¢ | a P s . . . = a s
Tmsginuliuuswasuredunaaunislasiasiauuiud (Bayesian estimation) 39015340589
Auliuusivasuveslunansaeisunnng ufnnsatAvaziivuneulunsiiesisiwandieiu Iaed
TgazLBunnRall

1. m3nnzianulivlsasuveslunaienisuszanadinnuiasndugege

a ¢ ' 1:4' Y v ' ' &,
n1sasgriaulisUsasuvedlimaaunislasiasenionisussannainuyiaz

a

g9an 1nNgIuARvesaRALUUAIMA (frequentist statistics) Tnsadfuuumiuivionuudafudud
aufgudowiui mefwesfiinidvaulafinwidudasiilimauen fegilldsunisdunan
Usgrnsfiinsuanuasenuthasdufioduddaing duu aifuuunnuddddnsuanuasaniiog
Juvesdregnegdu (sampling distribution) Wldlun1sdnededmnsdmes @wlef aSgnienns,
2555) LagAmSHuLInfiegns 5 - 20 Winwessiuumsiwesluliwa (Hair et al, 2010) funeuly
nssiunsieest (@nuna SaaleR aunda Taesassan uas Sufiga Aglyanyiad, 2550) feil

i 1 Susulaglilunavennguslegiamieuiy Mntuinsusulunalidenndeaiy

o w

oyadeusedng finsanane 2 Alaiifoddry Tnefmunauufgia Ho feil
Ho: Form ¥ = Form @
Tl 2 vhmsimummnsfimeslivindunnngy (factorial invariance) TagFuanwisfiiios
vminesduszneu (factor loadings) Wil onsradeuauldulsd suresiminesddssnavves
usiazesdUsznou Taefmunauufigiu Ho deil

Ho Ay, @ = A, @

(=Y [ (=Y

fiarsananan 2 Alufiveddgyuaznadnis Ay? veetui 2 uaz 1 lddvddgnisada
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= o o v a ¢ 1w ' ° a o &
mamimﬂﬂmaaulwmmmaimﬂﬂﬂunﬂﬂqu Imamwumammgm Ho MU
Ho: FGA W= FGA @
Ho: @g W _ @g @

o o ' o w

Wsananan 2 Alddidedrfguazaanie Ay? vestui 3 way 2 luiideddgyneada

o £

fosmaruludasy Adf lddudunisimsziise uimnufiasauuigns Hy linganismaaey
YU 4 yinsinuerukUsUsIvvesesalsenaulivindulunnngu weihnisnsiaaey
AnuliudsAsuwuuanysal (Complete invariance) Ingfimunauufgiu Hy Al

He @ V= D@

=K o '

Asannen 2 iliddeddsy wanedt lunadenadesiuteyaideussdny uasnania

aad

Ay? v93uil 4 waz 3 lufiduddynsadfnesmanuiudass Adf uansiluwaliuusiuasuiuy

auysal WU iasauudgiu Hy Wivganisnageu lagadianldlunsnsiaeuninuaennaedves

v v ¢

lunatudeyaidausedny ﬁﬁﬂﬁ'ﬁgﬂszﬂaué’w Alaanmas (X2 alaawadsduins (x¥/dh, a1 p,
ANLAT5IUYDIA1LAA BALAAIALAR BU (Standardized Root Mean Square Residual 38 SRMR)
AUl TATEAUAINEDAAR BINAUNA YU (Goodness of Fit Index 139 GFI) A1AYHTATEAUAIIL
donndoinaunduf Usuund (Adjusted Goodness of Fit Index w38 AGFI) Aasaidinsysuaay
donAdInNaunaulaUTsuLlisy (Comparative Fit Index %38 CFI) Tucker — Lewis Index (TLI)
ARTlInTEuANINITaunefdnuel (Normed Fit Index #58 NFI) LagA1a11Af108193N07
(Critical N %30 CN) snsinausinismansaindidnuun (yaned guadng, 2557; gnuna Ssqlvi aunia

Wn5ITION waw Suilna Aayleynudnn, 2554) Aamsne 1

M3 1 adavageuaLdenaresvadlinaiulayalUsedndiasinaein1siansan

ananagau LNEUTTNDTAU ananagau LNAUNNDITAU
x> p 4NN .05 AGFI 11NN91 .95
Y%/ df N1 2.00 CFI AN .95
RMSEA wounin .05 TLI 11nN31 .95
SRMR o8N .05 NFI 11NN .95
GFI 11NN .95 CN 11nN37 200

Tuunaudidsuladnauenisieseiauliwlsasuredunaaunisiaseasaiienis
Uszinaurauiazilugean Ineldlusunsu LISREL 8.72 & wawsd quadng (2557) lalaueyaniu

Y94MTIATIMLARANNTLATIETINTIN anunsauanNatayalusliuutanukazmUsENauYila
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Uszdnduaranuanuluwlsiuasu aunsausuamnuaatnaaauraasiwlsndanmbe il anudunus

ge

0 dednfinvensinsien seiidedniatunisusulumaniinisnsenulassaiswedlunaauufgiu

v o

fAgerimun 1wy msiavieriiufuusdaunaldvieaminiineding 4 luluwaiinaviililumalia
nswasuudas Tnegidedndudenauslumaaumagwiidunadendu o ouazldlunadiil
AafAnaaum NABnndeseslunatuteyaiss dnditldannsusuiiiign

Tumsiinszinulivsiasuvedunadilouvesniegslunanudnuasiiiaszasd
vosindinszRuudindnyivedlneuaziiauseing (GRADATT) Usenaumie 3 aaAUseneunanuas
10 §Ua% (vt won¥Uszaa, 2561) ﬁmumﬁfgé’ﬂwiﬁl,mué’qﬁ

03AUsENOUT 1 Fumnug (KNOWLEDGE) Usgnausne 3 #ust 1éud eudluanuniundn
(KLP) mwidlumanddu 4 (KLO) uazanuiiwinsiusienisiudeunas (KLO)

pedUsEnouil 2 Auinurn1sSeudiarnisvineu (LEARNING) Usenaudie 4 fausd Tdud
N13AATIUIANTIN (INNO) N153AN1TAULEILATBIANT (SOMANAGE) n1sviauuiinwuurinnieg
(CHALLENGE) uaznsiseuiinaluladasinease (TECH)

p3dUsznaufl 3 MugnssINasEsTIN (ETHICSMO) Usznaude 3 fausd 1dud ausssuns
ogFmiugduludany (VIRTUE) 93581us3amadnndnuazinins (ETHICS) wazdnenanuazdniin
@151504g (VOLUNTEER)

Tavhnistinssddoyannnguindnussduindindnsiainumingtdeduimedineg
§1uau 459 AU YesEUsEIMATILIL 257 AU enouvihnTinsissimnsliiuusiUAsuvedluaa Fos
yn1smArdudseans avduiusiilothaldluddsveslusunsy andurhnisiinseianal
wUsidsunu 4 Suneuiinamidraiy Tasfinnsandsudm diidauds (Modification indices)

fegddinsageumiuliusudeuredina munguinfnwivewazsinasene e

AuAlFLTSNg GA LY PS wag TE lduusiuaeu (GA=IN, LY=IN, PS=IN, TE=IN) tdusisil

Group=1

DA NI=10 NO=459 NG=2

LA

KLP KLO KLC INNO SOMANAGE CHALLENGE TECH VIRTUE ETHICS VOLUNTEER
KM

1.00

617 1.00

.526 .632 1.00

.528 .584 .532 1.00

.537 552 .564 .683 1.00

.597 .620 .605 .715 .838 1.00
.500 .494 522 .576 .620 .644 1.00
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465 .464 478 538 .723 .773 .628 1.00

.384 .304 .312 .367 .515 .548 .528 .713 1.00

.365 .370 .451 .482 .503 .615 .458 .582 .639 1.00

MEAN

4.1736 4.0327 3.9929 3.6950 4.0349 4.0723 4.2752 4.3007 4.2844 4.0211
SD

61214 69806 .65757 .67782 .54625 54357 58695 .49253 .46501 .64393
MO NY=10 NK=1 NE=3 GA=FU,FI LY=FU,FI PS=FU,FI TE=SY

FRGA31

VA1GA11

VAO0.9GA21

VATLY11LY72LY103
FRLY21LY31LY42LY52LY62LY93LY83

VA0.01PS22

VA 0.05PS 33

FRPS11
FRTE21TE32TEI03TE97TEI09TE98TE42TE41TE43TE73TE91TEI04TELI06 TES 7
TEB6TE85TE7T1TE96TEOSTET6

LK

GRADATT

LE

KNOWLEDGE LEARNING ETHICSMORAL

PD

OU SE TV MI

Group=2

DA NI=10 NO=257 NG=2

LA

KLP KLO KLC INNO SOMANAGE CHALLENGE TECH VIRTUE ETHICS VOLUNTEER
KM

1.000

.468 1.000

.354 .476 1.000

.512 .485 .338 1.000

.363 .487 .500 .528 1.000

.402 .441 .503 .524 .631 1.000

.423 395 .286 .405 .397 .469 1.000

.295 .338 .467 .407 .628 .552 .409 1.000

.287 .304 311 .474 .476 .483 .343 .638 1.000

.152 .252 312 .283 .454 501 .436 .617 .472 1.000




a

W 26 atiuil 2 : nsngIAN - SuanAu 2563 9
Vol. 26 No. 2 : July - December 2020

MEAN

4.2659 4.0506 3.7909 3.9844 3.9883 4.1261 4.3768 4.3333 4.2188 4.0344
SD

61572 78591 .71383 .62598 .53226 57533 56342 .52805 .45680 .69348
MO NY=10 NK=1 NE=3 GA=IN LY=IN PS=IN TE=IN

VAO0.1PS33

FRTE66TE1I09TE88TE22TE94TEIO7TTE3 3
FRTES5TE101TE73TE7S5TES1TE1I04TEIO3TEA3TE9 6
LK

GRADATT

LE

KNOWLEDGE LEARNING ETHICSMORAL

PD

OU SE TV MI

NAFUAUELTEULAYIINT fixed A7 loading ¥84 Knowledge fiu Learning 1afliilod91n
NY o w @ = v = ° @ v 1Y) a o v
ffedrfinlunsusuluma Fegsmannsafnuuasinluusuldlimuganivanidevemuiedld wa
nsvegeuauliulsildsuvedduna munguindnwilneuassiauszmne lnsuannaiduen

Estimates san1musenau 1 way 2

/ KLP
\\

KLC

/ T INNG
GRADATT 0,50 —
ra— |

OMANAGH

0.91 \CHAL LENC
TECH
0.8 — |

YIRTUE

s ETHICS
OLUNTER

Chi-Square=66.03, df=53, P-value=0.10777, RMSEA=0.026

7w 1 nguiindnwlve
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/ KLP
]

e
\1‘05
T ke
1.00
/ 1‘28/ [NNO
GRADATT 0.50 —
1.21.
§ T OMANACH
1.30

1. 00\
CHALLEN(

0.8l

TECH

§m“‘ﬂ- VIRTUE
a0

ETHICS

QOLUNTEH

Chi-Square=66.03, df=53, P-value=0.10777, RMSEA=0.026&

A 2 ngudnAnwsneUseine

a L4

2. M15As1EiANlduUsIUAs U lUNaR8 35 N15IATITHRUULUE

' v '
a a

ADALUULUA (Bayesian statistics) luluiAniliinduneuadaluuainud (frequentist
statistics) ke bliJunfeufioInin I FIAT e AndANT UtounIn Tar Ul IRuYeIadRLUULUE

Avuabinisdwesidusiauusgu (random variables) Afin1swanuasauiiaslu lnefiaduns

£

a ° v & . S A a s @ a Ao ao
‘Vlqummﬂﬂiw’miqmmuﬂ%Lﬂumﬂw L9 WU LU UFIN UNIYABINITANAALLU

<

Wuawmulszanns wazdinddelinsiuan sdesedeniseSuiemeniskankasnnuu1azily (Fislan

a a

A3qisens, 2555) agslsinu adfuuuudiigawiu fie aunsaldlunisieszilunsdindneide

fumegrsrunreudstesld (Kaplan, 2014; Muthen & Asparouhov, 2012) fipuseudsuluEes
oI IwINkIIdayavesdedns ldldjsinismesevanufgiu duudslusiludesimunauuiignu

a1 Joihlinndiweslududuniswanuasvesteya daudangulunisimsesiluwai

1Y

vgou dnsuvanafiududuaznsslunsun (Kaplan, 2014) uenanfladfuuuivddalalanialsn

danunsalideyanunasduuenmilenndeyadesedndunldlumsliaseiilalaeiivuifanan
o I I [} . . . . a I

9 NMIAMUIUNTUANLAIAIUUILTUNUAY (posterior distribution) veswisfimestulunallu

dsdAlunsendeaiiuuuiudmlaainnissiunisuaniasaanuiiaziduneuntin (prior probability
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distribution) uazilsATun1IzAINNAITIZITU (Likelihood function) LA un NG B veLUd
(Bayes’ theorem) (Kruschke, 2011; &3l%# f3gnsenns, 2555)

Tunrshaszsianuliudsidsuresluwmanieisnsiasizsiuuuud (Bayesian structural
equation modeling 3o BSEM) fidunounisitasizdmussduaaliulsivdsy (Bialosiewicz,
Murphy, & Berry, 2013; Kim, Cao, Wang, & Nguyen, 2017; Van de Schoot, Lugtig, & Hox, 2012;
avisui guivnsal @iua Teendy wasveesl Asudauh, 2559) fail

1) configural invariance %38 pattern invariance #T13ARUAINABAATDIVBILILAAARENEY

2) metric invariance 138 weak invariance \Jun1snageuluiaid e vunaliumin
94AUsENOY (factor loadings) likusiudsu ussesilyiqaiaunu (intercepts) wanmsfusemineng

3) scalar Invariance 1138 Strong invariance tun1snagevlsina afuuald Winiin
29AUsENBY (factor loadings) WazqARANY (intercepts) TaiuUsiaeu

4) strict Invariance wUsoanidu 2 s¥efu szduusnite nsaaeulieaiiofvuels tnin

29AUTENBY (factor loadings) InsinuNL (intercepts) uag A residual variances laiwUsiwaeu seau

a

7l 2 Rensneaeulnaiiiorvualy dninesduszneu (factor loadings) 9aRAuNL (intercepts)
@ residual variances way Aade (mean) luuwusidsy
N1IATIVADUANIUMLZAUVDINLAAAINITANITUNAINAT posterior predictive p-value
(PPP) SAnfiwsnzanlddaus 05 wazasiAlnddu .5 (Muthen & Asparouhov, 2012) A1 Bayesian
variant of the root mean square error of approximation %38 BRMSEA W 0 vinefslunaiinii

winnganluszavanysal (perfect fitting model) wazdAnAuTun1suInvInlanaliaenndod

=

wiszay (misspecification) IngAn PPP wag BRMSEA gnnsiadeuneldiieulunazaunigiu
sty dmsudiegavunnlng A1 PPP azufiasynlunai bisenadoslunngunuy Tuvazd
BRMSEA azUfiasueiiiosluinailiidenndoin 1 Wit (arge misspecification) usigeu3ulumai
liaanmdoetios 9 1A (small misspecification) (Hoofs, Van de Schoot, Jansen, & Kant, 2018)
mnmsUisuiisuasailunisinsisianuliudsideuvesluna §auan Bayesian information
criterion (BIC) Deviance information criterion (DIC) Watanabe-Akaike information criterion (WAIC)
leave-one-out information criterion (LOOIC) marginal loglikelihood (Margloglik) Wae log-
likelihood (Log) Tnarswdinanilunisiinsiziannulduusiva suluusazdud fnsmnua
‘W%ﬂﬁLmaﬂmmsmﬁauﬁssﬁuqﬁu Adaiianinga aglilunafiiniuaenndosini (Gelman,
Hwang, & Vehtari, 2014; Merkle & Rosseel, 2018; qw%muﬁ A39150] IUA 199V azye el
Asudaui®, 2559)

myleszimuldusidsuredunaaunislassadiauuiud [uisnnsdmsuasivdeu
auliinUsivasuvesnsinwuienfudsisauls (modification indices) faen1sUszanaAIAI

W1agtiugsdn (maximum-likelihood estimation) (Muthén & Asparouhov, 2013) d115un1s
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Apseidaelusunsy R 3.6.1 TWunenaldun Lavaan lunsinsizvanuliuusivasurestuing
aunislaseasieiienisussuiuainuyiasilugsde was blavaan dmsunisiesiziaiuly
s suveslunaaunisiseadnawuuLlud unang blavaan Ta3unisiaundulag Merkle and
Rosseel (2018) warlir1ad @i narnnatelunisuszsiiunaziuisudiouluinasean du
fitMeasures() Tnefiflerdundniguieafuilsiduluunana lavaan dWesustuduilaidude “<b” 1wy
Tun19AszRlunan1TIATIEesAUsENa UGB U (confirmatory factor analysis models) azld
WU befa() Moz ilumaannislaseasns (structural equation models) aglaileridu bsem()
Judu edslsinunisiaulunaneilaiduves blavaan sndudesldsiunuilsdiduves lavaan uag
JAGS syntax ﬁ)\‘iﬁ’jur;ﬁ‘alﬁdﬁadﬁﬂmi install.packages("lavaan") install.packages("blavaan") iay
install.packages("rjags”) NauL3 UG UNITIASIEN 2uFunALNa8 u 9 U coda, rstan, geplot2,
corrplot Wufu dusunisuaninan1siasieyt (Merkle & Rosseel, 2018; Merkle, Rosseel, Garnier-
Villarreal, Hoofs, & Van de Schoot, 2019)

mMseseinuliuvusivasuvedunaaunisiasadsnuuiudseunang blavaan 910
N15ANYINUI1 Merkle and Rosseel (2018) Tatausisnisussunurivesluinaly blavaan lagld
TunafiuuauaenndesiudeyaBeusyinsud (Fitted lavaan object) Bsiagrevasnisitaseily
wruidulunanisineiesduseneudduiudusuans (Second order confirmatory factor
analysis models) dlofinsanunananuin lunsieseiesdlszneuddudu fvunmdslunisld

(Usage) waza1snatuus (Argument) (Merkle & Rosseel, 2018; Merkle et al., 2019) #391514 2

M99 2 AMAIUNISITLAaY DS TILIUALUNTIATIEYB9AUTENaULRIE LS UAIE blavaan

Usage bcfa(..., cp = "srs", dp = NULL, n.chains = 3, burnin, sample, adapt, mcmcfile = FALSE, mcmcextra =
list(), inits = "simple", convergence = "manual’, target = "jags", save.lvs = FALSE, jags.ic = FALSE, seed =
NULL, bcontrol = list()

Arguments
asfundAEuFuINUNALNG lavaan

Cp N159ANIAISHINLAINBY (prior distributions) AewsfimesauLUsUsIuTI (covariance parameters) lag
Fudeniidululd Ae "srs” wie fa" Taglumangud "srs' axdiardavguuasiniusfidininguiu

Dp ABuFUNITLINKAIRBY (Default prior distributions) slew1s1fimasUszianang 4 Tneviluudragldileddu
dpriors() TumsiSengdaya

n.chains Fruauvialganae (MCMC chains) figaanis

Burnin §numMswgwesnis burnin (burin iterations) Taglsisaumsusuuudsuld (adaptive iterations)

Sample Srnufegaiamuadidessiiunisndsninns bumin

Adapt SruaumTLTuUUUSULY (adaptive iterations) fagldlunsBudumssans

memcfile g3 euluduase (TRUE) luina JAGS/Stan aggnideuadlulid (lu lavExport directory) wara1u15uans
sUuuumsnuadudieves directory vodlndfignieu
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mcmceextra FRCRRTEY potential names syntax LagN1I915I9d0U Toe syntax object fadonundl extra code azunsn
Tu syntax vesluina JAGS/Stan Lagn1snTI9d8U object ABNmasienes (character vector) fiusznaumie

extra JAGS/Stan parameters ¥94f8¢74

Inits g character string eifdenie "simple” (ANSuAw), "Mplus", "prior", uag "jags" Tu 2 nsaiusn Anves
a < Y aa ' ' < ' a sa v ' ' |
nflweiggnussanumeisnsussnaaininuinasdugegn (ML) amisifivesiuduresuiagildasgn
SUNIUANAAL (original values) w11 uniform noise fidenld "prior" Amsifiwesisuduasuagfunisuan
wasReu (prior distributions) @desdasiuirAmisiiwessuduaylivinlvnmsussanuavesdunaduman) 61
onld Yags' azlufinisssuaniudy uwaz JAGS asdanaAes dusududlgluinail fitted 910 lavaan
AUsznavesnTmeiMieadesazgn extracted uazgnsumuludnvasfinanndieiu dudusienislua
1 waansUeIHendu paramaterEstimates A0 est 130 start W3e ustart column @uiuiwualanew) 9y

gn extracted

convergence fdenld "auto" mfiwesazgnauaunitazgiin (convergence) (fe autorun.jags) Tunsaill o135famud
burnin 1Lag sample %Qﬂﬁﬁﬁi’miﬂﬁﬂ autorun.jags W startburnin way startsample ANEIRU anladle

wdweszgnduimmunlaedld (M3eA1Euiuves run.jags)

Target WNANY MCMC 7ioe install (ags” duunainaisuduus "stan” Adsamnsaldle)

save.lvs stufinduusussuesioens (fFactor scores) ui3olal nssneanBuduu FALSE

jags.ic ArsAWIa) DIC 33 JAGS uenuniiennds BUGS wislyl assnzAndusudu FALSE

Seed VNLABSIBIANL n.chains (@1MSU "jags") or w503 1UIUAN (W84 "stan”) 4015 random seeds Tun155u

MCMC 1% NULL 9g9i1li seeds gnifenagneds.

bcontrol srensndwisdmesiiuAvdseinuluds runjags (M5e autorun.jags) 3o stan ThAnwI luinandnvousag

Fanguiisf

dilguresndiag1an1siiasizrianuliulsildsuveslunaaunisiassasauuuiudene

wnAna blavaan Mnlaaanuan v iisUssasdvasiudinssAudadinfnyvednenaysnuseinag

o oA

FannanuIwaINeuntin taglusensuiiaiun1siesieiaaluswnsy R 3.6.1 ¢ail

w8990 install package s q Idndudedlduasidrdoyauds Iildmdaimualunaiing

Y

TUSWNSY A9RN519 3

M1919 3 Msmvualuadglusunsy

Fda Inguszaed
> Att.Model <- 'know =~ X1 + X2 + X3 msfmuealueadglusinsy
+ learn =~ X4 + X5 + X6 + X7
+ ethic =~ X8 + X9 + X10
+ attri=~ know + learn + ethic’

n1susulunalagldunaing lavaan elilunas Mdenndesiudeyaidauszdnyluns

TiaszianuliuusidsuvesgluuulimanunguinAnwnewazanaussmanien1sussunnen
| I a o A . . . . | aaaqy

Auazidugean Taeiansanandviiauds (modification indices) warsgauanadianlaainnig

@512 TgAndasail
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71379 4 Adslunslesgvianulinusiaeuvesgdiuulimameunaing lavaan

0
[

Adl IngUIzadA

> fitl<- doUAUARAASRITY TunaY fudeyaidausedny

cfa(Att.Model,data,group="University")

>modificationindices(fit1, sort=T) fsanssdiaauwusiieusuliina
> fitMeasures(fit1) LEAIHANNTIAS1EARY Tl USRI zsanNllUsAsuvealueg
>summary(fit1, fit. measures=T) LARINANSIASIERAUS LN TS (Parameter Estimates)

mylnegauliwlsivisuvesgluuulumg (configural invariance) asnguin@nulneg

!
aad

LAEANNUTENARILNITILATIETLUULUA AL SI89IUANED AN tAINANSILASIEY  LagldunALng

v
v a

blavaan TgAdssail

M1319 5 Adslunislesgvianulivlsiaeuvesgluuulimameunaing blavaan

Ad IngUITaen

> bfitl <- bcfa(Att.Model, data, group | @euAUABNARDIYEY Mnas Auteyalausedny

= "University")

>blavFitindices(bfit1) WHASHANNTIATIEIAIABAARDIYDY Tunae futeyaidasedny
e BRMSEA, BGammaHat, adjBGammaHat tag BMc

>fitMeasures(bfit1) wansHan e zideilunsiinseiaullusiudeuves
TunanIeen npar, logl, ppp, bic, dic, p_dic, waic, p_waic,
se_waic, looic, p_loo, se_loo Wag margloglik

>summary(bfit1,fit. neasures=T) WAAINANTIATIZTANTUTENIUNIS1AMBS (Parameter Estimates)

MN13N1395I90UN T veTYAMEviasldiImeN (Markov chain Monte Carlo) fAg/fn
duUsgdnsanduius nswinsuanuasweansilwesluguiuy Trace plot, N3l Density uag N1

Auto correlation vaeusiazyiele Ingldandandl

A1 6 AFINIATIRARUNTGIINVRITRYAMEVISlgINADY

o o [ I3
A& NUsLaA
c<- rcorr(as.matrix(data)) nIRdeUNIGNvesteyameldinae
corrplot(csr, type="lower", p.mat = c$P, (Markov chain Monte Carlo)

sig.level = 0.01, insig = "blank")
plot(bfit1,1:4,"trace")
plot(bfit1,1:4,"density")
plot(bfit1,1:4,"autocorr")
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Wiy Tunsnaseuanulduusivdsuvedunalusedungadu laun Weak invariance,
Strong invariance Wag Strict invariance TR 4 group.equal Tneiinual loadings, intercepts,

means ay residuals LiwUsiaeuiiaiiag 1 MauauuRgunvaaeuiigedu meidasdeluil

A1519 7 mdsnsnageunulinUsiasuvedlunalusyau Weak, Strong Wag Strict invariance

ANdq

>bfit2 <- bcfa(Att.Model, data, group = "University", group.equal="loadings"))

>bfit3<- bcfa (Att.Model, data, group = "University", group.equal = c("loadings","intercepts"))

>bfitd<- bcfa (Att.Model, data , group = "University", group.equal = c("loadings","intercepts”,"means"))

>bfit5<- bcfa (Att.Model, data , group = "University", group.equal =

"o non non

c("loadings","intercepts”,"means","residuals"))

MnurnsenumailunsnsdeunLdenndatarAfeilunsinszdnll
wUsiUasuveslumanuiing 19l sfiumunuseiuanulduusdeu Tneadudaudenndes
naunAuYeINITIrTEinuliiulsasudsanfuuuluduedlinasiy A1 DIC = 8765.962, WAIC
= 8800.880, LOOIC = 8801.400, BIC = 9283.185, LogL = -4293.336, margloglik = -4930.033 uay
PPP = .230 daudsiliauaenndainaunduvesnsinszianuldwlsidsuieadfuuud e
AUl nesdUsEneu (loadings) laluUsiUdeu fie1 DIC = 8753.772, WAIC = 8788.192,
LOOIC = 8789.085, BIC = 9247.475, LogL = -4291.908, margloglik = -4905.138 way PPP = .342

FIBE9ANTIINANITIATITIRENIA LN MUNDIAUTENBU AIAISIY 8

A1519 8 AIBYANTNNANTITIATIEY AU LULUSURBLYBIlUAAT AETTAITIATITITRUULUAD

muualiininesAuseneu (loadings) luuwusiuasu

AuAnwE ngutindnwlne nguinAnwdsUszng

Estimate  Post.SD  HPD.025 HPD.975 PSRF Estimate Post.SD HPD .025 HPD .975 PSRF

23AUsznoufl 1 KNOWLEDGE

1. KLP 1.000 1.000
2. KLO 1.168 .064 1.043 1.290 1.004 1.168 .064 1.043 1.290 1.004
3. KLC 1.093 .061 917 1.212 1.000 1.093 061 917 1.212 1.000

23FUZNOUT 2 LEARNING

1. INNO 1.000 1.000

2. SOMANAGE .954 .040 876 1.035 1.028 .954 .040 876 1.035 1.028
3. CHALLENGE 1.010 .037 936 1.082 1.025 1.010 .037 .936 1.082 1.025
4. TECH 861 .045 781 .954 1.072 861 .045 781 .954 1.072

83AUsnoufl 3 ETHICSMO

1. VIRTUE 1.000 1.000
2. ETHICS 721 .037 .649 793 1.009 721 .037 .649 793 1.009
3. VOLUNTEER 1.061 .066 936 1.193 1.025 1.061 .066 936 1.193 1.025

audnuaigifisUszasduastnidin (GRADATT)

KNOWLEDGE 1.000 1.000
LEARNING 1.261 .070 1.123 1.393 1.018 1.261 .070 1.123 1.393 1.018
ETHICSMO 1.008 .059 .897 1.123 1.015 1.008 .059 .897 1.123 1.015
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o
LYY

ag1alsAnu n15TesizsieullwlsUA suf835 N1 AS1E MU UL UAD ITEAUT Y strict
. . & a o owvw a va v o ) | O v g v
invariance 1JudsivinlaginTuneuoa Tneddervgdiulngianuminiinisaianislian
residual variances wiiulunnnguvsenndiandudddululienuazliaumnaunaludoyassa

nNsIaseaullwlsiasuvadlaeanisiafaualuunaudae 2 35 lawn 385n1s

Uszanauinanuunazduaan uwaedSnisinszsiwuuiud vilianunsawSeudisunnuuansng Jaf

wazdadnin vesusias s aguldnannsne 9

A1519 9 NsSeuisunsImseiaulinusasuredananisineedsUssunaAInILLIY

Dugeanuaziinisiaseiuuuiud

Usziau

aa 1 [l <
JamsUszunaAinuUnazidugsEn

ad a 4 <
/NITIATISULUULUA

1.9UIAAIDE

YUIAFRIBY I 5- 20 LN 1UDITIUIY

ws1Twashuluwa (Hair et al,, 2010)

YRy uazruInAul oy

2 Jannasadtloany

sa o

widwesninideauladnundueing
Fafilinguen fregradildsunisduan
9NUsEYINsATNITLINUIIALLYIAE
ufiedudndunn @Ewlvd asgnsenns,
2555)

wisdimesidudulsdu (Random
variables) fiimsuanuasauine
Wu Tngdadanni guuiain
Uszrnsgnimualiiduened

(@lvf F3gvizens, 2555)

3 Jumpun1TinIzideya

Usznousie 4 funeu
1.AuUAlULAR Y0 NNE UAI08 1
wiiloudu insusulunaliaenndes
futdeyadiausydng

2. Amuavnsfiwesliindunnngu

3. AnuntmidnesdUsznaunarainy
AampdeuveiuUsTidunalaliinfu
4.mMuuanNLUTUTINYDIRIAUTENB Y
Twiiuluynngu

(@nua S9gLuR auela IINTITIUT uaL

o

wilna Aayleynydan, 2554)

Usznaudae 4 funeu

1. Configural invariance %38
Pattern invariance

2. Metric Invariance #30 Weak
invariance

3. Scalar Invariance %39 Strong
invariance

4. Strict Invariance
(Bialosiewicz, Murphy, & Berry,
2013; Kim, Cao, Wang, & Nguyen,
2017; Van de Schoot, Lusgtig, &
Hox, 2012; aviseuf gaiansnl
diua F99dly warveny Asud

auus, 2559)

4.nmsudanansiinTzideya

N3 NAY Y7, Y/, p, SRMR, GF,
AGFI, CFI,TLI, NFI wag CN

(Wansd guadng, 2557; anuna 8gluf
aua JAnTssan wae Svlina Aglynn

wiaitd, 2554)

RATANAIANNZENVDSLULAADN
71 PPP, BRMSEA

(Muthen & Asparouhov, 2012)
wazavilun1simszanuly

wUsiuaou BIC, DIC, WAIC, LOOIC
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ag Logl (Gelman, Hwang, &
Vehtari, 2014; Merkle & Rosseel,
2018; qvideud Yaiansal qiua
ToeNaly wazvgnsl Asudaud,
2559)

53041 1. fduneunsiesesiilaidudou 1. [msgsidiegvuinmeudia
2. wananadoyalusluuudeniuuay | Wesld (Kaplan, 2014; Muthen &
AmUsznaUTliaINIsansI9deUA | Asparouhov, 2012)
gnsiasléidng 2. Woudsuluii eavesnisnanuas
3. @m15aUsuALAaIALAG US| Teyavesnegig
Fuvsiidanalalifianudusiusfuld | 3. daudangulunisinsigi
(wamad quadn, 2557) Tuwafidudeou Lisndudeadmua

auufguliaanth

4. dn1suvanad unusiuas
p33lUnsean (Kaplan, 2014)

5. Tideyaanundsduueniviionn
Yoy atdauszdnvunladlunis
31As189 e (Kruschke, 2011; &ae
1f F3gvIzeINs, 2555)

6.4031n Wignunsaldiushegnmwndnle nMnTeiiaududound 919
dndudesimunauuigiuliarami 7 | ddediiasoansldlusunsunis
Todrinlunisusulumadifinngnszny | Tiasizvuazszeziaanlunas
lassasisveddunaauuigiu (wansd | Jinswsiluusiassou
avaing, 2557)

Gl

9
nleseanulivusivasuresnanisiniausluumanuid 2 38 laun FBansuszann
Armuazlugegn wazdsn1sdinseikuuiud laedsnsuszanaennnudiazidugaaauunis

a 6

Amseieenidu 4 Tuneu Buduannsinsgizuuuulieanniuinisimuamnslinesvesun

a L3

$ndfiay wn3nd 130970 GA LY PS way TE Bilaiuusdsu dawdfmsiiessiuuuiud dqaisu fio
anunseldlumsinszflunsdifidnudTetusetuuneudadosls wasiiruwiugininisnns
Uizmmmmmﬂwmﬂuqaqm wUITEAUNITILATIZYRRNU 4 seau TewwA Pattern invariance,
Weak invariance , Strong invariance wag Strict Invariance 881915An193511571AS18AUUULUE
onaflmududauniismsuszanamnuiazidugeaniiesainmdsnisiinszviam package
AHluTUsunsuMTIases dslufidmelusunsy R r;ﬁmswﬁéfawﬁmmLsz’fﬂﬁ]ﬂﬁwﬁauﬁwé"qméﬂifu

& oA e a I3 1 = Y Aoy
RVPLERNG! ﬁ]ﬂ%?ﬁiﬂimLﬂi’]z‘mmﬁﬂuLLIJiLUaEJumEJ’JﬁuVLm
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