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N1INAFBURUUUSUMNEAEAINNAADSULUUNYER
(Multidimensional Computerized Adaptive Testing : MCAT)

& o el
MUSYANINTEU bEUIIHIU
& o €2
AUYUTEEIA LEaUITHIU
wa v & o0 3

AUUR NYLIDAN

AsnadeuLUUUSUMINERsReufianes (CAT) Wisupnuflousn vielums
nAgeUNNINSANW kA dsiven CAT Widinsiannzildlunisuseidumnuaunsoway
Audnuazurdy 9 veaasy Inonsidendeasuanadedoasuliiasulssuteasud
WzaLfuAUEISanURanI SR Ut pdeuvesTeTideur ulUugs (Frey and Seitz.
2009 : 90 citing Frey. 2007) yasjsmanevastunounisidentoaoy e madondoaouls
WigiusEAUaNYrvediinaey (Frey and Seitz. 2009 : 89)

1uﬂm;ﬁ’m‘j finsneaeudurusniifidnwaugmiloutufu CAT 19y n1saey
mudanguludnumgidunudisusene (TOEFL) dedeuinninitygyvilueud
Anwiluszautaudinfnw (The Graduate Record Examinations : GREs) n3edaaauiild
’?ﬂﬂ’)’lﬂﬁ’lﬂ’l’iﬂﬁua\‘iﬁﬁﬁaﬂﬂ’ﬁvﬁ’ﬁﬂwﬂu%ﬁUU%fy}fyﬂIVILLﬁ%U%iyiy’]Laﬂa’lstl’l‘l_l%ﬂ’lﬁﬁﬁﬁﬁ]
(Graduate Management Admission Test : GMAT) FldnsuImsnmsaeusuuySumLIe
Fremoufinnes wenanilul 2012 ssAnsausiuflouagiammaasygia (OECD) §
uwrufiagiinen CAT wldlunisussifiuaussaurvesiniSoululasenisusediuinisouly
FEAVUIUIBIR (Programme for International Student Assessment: PISA) (Frey and
Seitz. 2009 : 89)

msld CAT fussleviifilaniu fio auanunsalunsiinyseavanmuesnisin
ogaun Llesanlunislinuazgnimunlaenisiasasdruvesnmsiaiusiue uazam
g1IVBILUUABYU (Segall. 2005 ; Frey and Seitz. 2009 : 90 citing Frey. 2007) wonani
CAT fsanunsaansnnuteasuiiielifiirasunoudoaeuseduudedivesas us
Uszavsnmlumsindiatudenseuiiieusunsmegeuuuusaiudiiisuudosoundily
wuUaaU (Fixed Item Test: FIT) tnevialu lunisvadeusie CAT aunsafiazansiui
foasuadlinionils laglifimsgadsnnuusiug: Tun1sia fafunisveaeudae CAT 39
Pelianniszau naazalgagaslulaunn (Frey and Seitz. 2009 : 89)

AulUndin a1v1ivideuaUseiliunanisfing uninerdeumansany
919158 03, INedeMsAnY) univendesusiygSesidn
FRINANTITE AT, AEANYIFNENT UNTINEIREUMETAY
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nsnadeunuuUummedlngliadsdoasuilédfunisaeuiisudengud
luman1sneuauestodauLUULALAYY (Unidimensional IRT) (Frey and Seitz. 2009 : 89
citing Fischer & Molenaar. 1995 ; Hambleton & Swaminathan. 1985) LLGimEJIéTL%uVL?J
Tudmgunisusediu W’]Qmiﬁm&ﬂLLﬁS%Gﬁ‘VIBﬂiuﬂﬁlﬁgﬁuﬁﬂﬂﬁlzL?‘WIEJ’J“i’JJE]\iﬁUﬁmEJU%Lﬁu
U PISA Weadasiupnuausaneeadinaiand n1seunayinenmans (OECD. 2006)
FadeulufananazimnzauiunsliBnmaseunuuUTumINELUUNmER (MCAT) fne
LAaN15NBUANRITRHULUUNYER (MIRT) 11NNTINTNARBURULUTULMUNZWUUTRALRE?
(CAT) melumanisnavaussteaauluudaien (IRT) (Frey and Seitz. 2009 : 89)

WARYes MCAT 1HufiFdndusnlusae 20 Yiteinuan Tud 1987 Bloxom and
Vale Igfinausisnisiviuusslmsiifeatu MCAT Tagl#3nsfnidendoasunuuiud
Usuugdlmiivns Owen (1975) wdsanialud 1992 Tam ldAnwiuTeuidieuisnig
fndenteastlu MCAT szwindisuvuiuduiuyslusives Owen (1975) fudsn1sdu 9
Tudsgirunnuuudlunisinaisaumnarsstodaunaziarlun1sAiuln seoun Segall
(1996: 338-341) latnausIdn1siuuiuddmsu MCAT waglunaidonisnisuuuiudidu
Brsfldsuanuaulainn Basildeufifniulasedesmmuuusdnuiuss
1AU9IN1TIndINTUNISIENTRADU LarN1TUITUIAIAINEINITA dINalidIuiudode
fltfanasdafunuaniinanduvesnismaaeunuy CAT LuaAaves MCAT LuluImis
TvllunsussidiunruannsofemanagesUsznis Usznsusn deSeuiisuiunisld
Tunansiadifiien MCAT saallviidod fnfimngaussrinlunadanguiiuse noudiu
Fumnannainvatsuwanauazluinanisialudeeda Ussmsfiaes nisanaswesiuiy
FoaaufiannsaiuldainnisSeuiiisunisvaaeusie MCAT fU CAT wagn1svnadeu
LWUURLRL (Frey and Seitz. 2009 : 89-90)

yonand Frey & Carstensen (2009 : 59) §alananafia MCAT 3ndunisiiien
NaNNN5I09 CAT Uen8veulInnTInvesdagauannsinlulifneundudegeuunazde
Sandoutulunate o 87 wazdldsrunudedeuiivinfunisuaaeuse MCAT auidunis
naaoUTUsE AN Mg CAT LAZNITVAGEULUURGAY 1fo991n MCAT 8ms1n15¥m
fuduennindelddoaouwiiu fofunsnadeusis MCAT Ssanunsadiazansiuau
Yodpuatlaninninsvadeume CAT Uszuna 30-50% wazaninuiudegaaulauinnii
navasULUURLALTit AT uudeaeuliUszna 70% Tasligndenuusiue,
(Frey and Seitz. 2009: 93) uag Frey and Seitz (2008: 81) lananifia MCAT 71dl
UsgAnsamasndn CAT s 1.3 i1 egslsinu Frey and Seitz (2009: 92) loisgyindnld
nsieNtoaaulUUl MCAT awiluseansningendn CAT e 3.7 i
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MCAT 1Jun1sued CAT 9 nyuuoskuuniiiuys Ysznouluimeesdusznau
dfgvatgesdlszneu WU lueasgaglinguinevaussteaauwuunvia 35013
UssanaudnanuaIunse sn1sdAndendedsy wasinuein1sein1saay N1uienves
asfUsznoumaniandulsslevidmivanunsainsldaunasaniunisal Wunagns
dwsumsimuaiiomanssuazimundsiidesnsinauesdl (Frey and Seitz. 2009 :
90)

Tunansnauauasdagauwuunyiii (MIRT Models)

MCAT @runsalderusiuduluma MIRT lanainuatgluina (Frey and Seitz.
2009 : 90) 13u luealadafnuuunyild (Multidimensional Logistic Model) luiaaund
arauLuUNuiA (Multidimensional Normal Ogive Model) Taaadiviunisindiadlal
arusanaunuiula (Models for Noncompensatory Dimensional) lataadinsunisin
miL%ui’LLazmiLﬂ?iawmaa (Models for Learning and Change) lutaalunissey
lasaasevesseRuAManYy (Models with Specified Trait Level Structures) uagluing
dwiumsinuunnguyana (Models for Distinct Classes of Persons)

Tumaladafnuuunniauaslunaundazauuuunyiaidulueaninngiuly
sueganiennnilunady 9 1esainguuvuneainveslunaladafnuuunnia
ansa ysun sl lulueaunfasaunuunliale wildanunsaysuinsildivlunag
dmsunsinfanliannsonauuduld uHesdinadnuuzedioaistu Sniaguuuuly
Beadfveslumadmiumsindd Aliasnsonaunufuladslaildsunsiaunlndes
wafaziluldouldlutiagiud (Reckase. 2009 : 121) uaglumatnfazauiirnuduves
ICCs (Intraclass correlation coefficients) 11nninluaa Tadadin usiilega 1.702 1y
Tu Exponents wasluinaladafnagyilidamuinasiulunsnouldgniomesisans
lunadianlndlAesiuninfedinnuuwanaieiulaiiy 0.01 (Reckase. 2009 : 26 citing
Birnbaum. 1968 : Zimowski. 2003 : 541) LLamﬂiﬁLﬁudWIumaﬁgmmﬁmmsauﬁmmﬂﬂ
Tdanumedulamenisuuniiieadntiey

Taonlulumanisszyrnaniazfuves MIRT dwfunnsnevaussiuteasud
gndes i (Ui = 1) Tuaguauanunsowda p e 0= (01, 02,.., Op) uazandnumstes
feapuiiasoungu femsiimesteaeuniminfinesuioninndt (Frey and Seitz.
2009: 90) Inglaanisszy Anuazdulunsneuiigndesvestunaladadnuuunyii
Hgmsrnuinaaannis 1 (Segall. 1996 : 333; 2010 : 62)

1-c;
1+exp[-Da;(6—b;1)] (1)

P;(6) = Prob(U;; = 1]6;) = ¢; +
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Wle=  -Da@-b1) = -DD’ a6, -b)
u, - Fusduitilansnn (0 uaz 1) :ndeasuded | ngaeuaud j
D = fAsil Wiy 1.702
a, = nwed 1 x p vesmsfmedsaduunvestoasuded i
b, = wsfweianusnvesdeaauded
c, = wsfiweslenanisinvesdoaauded
1 = nnwes p x 1 e p Ao runuid

[

Tusansszyanhazidulumsnouiigndesvedlunaunfazauuuunyiia f
@1n15 2 (Bock and Schilling 2003 : 585 ; Reckase. 2009 : 95)

P;(6) = Prob(U;; = 1]6;) = ¢; + (1 — ci)\/%f_w ) exp(—t?/2)dt (2)
T Zi\9j

= + (1 — cl)CD[Zl(BI)]

Wo 20, = d+ab,=d +a,0,+a,0,+.+a,0,
) = WVRNTAMULUTUTIUIMVRINAUUIA p X p
c, = wifweilenmanisinvesdeasuded
d, = Easiness Intercept vastoaoutef i

n15UsEUNNAIANEINNTA (Proficiency estimation)

A15UTZLIUAIANNEINNS0T89 MIRT Sinasinsussunaaiiunnsnsfunans
WUINNS LU Maximum  Likelihood Criterion, Maximum a Posteriori Bayesian
Criterion, Newton-Raphson Method Wag Least Squares Criterion (Reckase. 2009 :
139) uslaginluinaminisuszanuaimuamsnves MCAT Alleniieg 2 35 Ao 3813
Uszanaawuuaudlasidugedn  (Maximum Likelihood Estimation) wag3snis
UszanaupuuuLud (Bayesian Estimation) (Reckase. 2009 : 314) uazandonnacidedu
Aerfuenududaszvosteaounazgaevlunguinsmevaussdosey &1 fuds
AaNnsateLeaT NIRNOUANRITRADUVBILADUABURAD ULAA UBVDILUUNAADY
gnaaniindudasganiuludeada nsUssuumanuasademaianisussuiu
A" wuuAunzlugege (Maximum Likelihood Estimation) tihlugaulidaauaes
MsUsEInA veannwesmmananss 8= 0;,0,..8, & asuduvesnns
NaAey uiiinIsUszinmuAuuuudandnidesdounndest uaddalifidfeasuifeaty
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va = o

Homlunsuszanamenuannse lunsuicoh Fedsesiinisl#isnsussunmanisaes
kUU (Frey and Seitz. 2009: 90)
FEnnsUsznamauansaiivenvianeds uiluunanuiezdiaueiios 4 58
el
1. FnsUszuiuinuuanuindgidugean  (Maximum  Likelihood

Estimation) Hansfuinifsaunis 3 (segall. 2010 : 62 ; Reckase. 2009 : 140)

fWir = ui, Uiz = Uiz, o, Uiy = Ui |0) = L(u|0) 3)
= [lies, pi(0)iq;(8)'

dlo  fU, =u, =u,,...u, =u, /0)
Junaanileidunisneuteasunedeiiaziiluldlunis
funalutuneunsfnidendeasunarnisliaziuy

Lu/0) fo  dlaidupuinezdu

S fo  deaeutedi 1, 2,0

n

p:(9)
q,(0) Ao 1-p,(0)

8 anunsdulunisneudeasugn

o))}

FEnsUsznaruuuiihasiidgmliannsaUssanaaildiifisaude
Y9URERUUDY (Diac. 2009 : 2 ; Reckase. 2009 : 314-315) Laza1NN1SANYIUBY Diao.
(2009 : 3) Inelddodausuan 50 40 NuMsUsTINUAMA eI A UR ey Usyay
ANUANSAIUNTUTENIUAIANNEINTE

2. /N15UsTUIUALUULUE (Bayesian Estimation) flgnsAuinmsaunis
(Segall. 2010 : 60-64 ; Reckase. 2009 : 144-145)

F(Ow) = LOwWr6) _  LOlu)f(6)

fa  JIr(le)re)de (@)
hp L(u/0) o sliduanutnasdu (aunsd 3)
fl)  Fo  euuezsduiietuniendiwes u (@n1si 6)

o) #e  euthasuiiisturewves O
Tneiitennid ssduirfinisuanuasfusuuuniivareiuds (Multivariate
Normal) fidadewintu 0 wasiiuvindamnuudsusuamnuudsususmyiniu @ fgas
ANUINIANENNTT 5
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£(8) = @m) /2|0 2exp |- (0 - WO -] O

fw = [__f(ul@)f(6) do (6)

MNN5ANYIVDY Diao. (2009 : 3) Ineldtoapuiaiuiu 50 98 WUIINIT
UszanaAme s tuszauauansalunIsUssuaIAIsea1 71590150

3. FannsUszanaALuuafus (Newton-Raphson Method) 33n5ild
mug  lUAunsUszaAisuuuanuiasdugegalunsdiliamisadssuiuen
AMUAIL5O LS (segall. 1996 : 335-340 ; Chen. 2009 : 1-2 ; Frey and Seitz. 2009 : 90)
Tmedisnsauau lassaunis 7 (segall. 1996 : 335-340 ; Chen. 2009 : 1-2)

9(j+1) — 9(1’) _ 5(1’) (7)
e SV Ao nwes p x 1 wazAaAlafIEunIs 8
. . 9
sY = _[H(0<f>)}‘ (— InL(u/H)j (8)
00
e Ao wv3nd p x p WuAveseyiusdudvaasvasilandu

Anuunavduves 89 wag H(O)

HgnIAuIeEINTT 9

r9%2InL 8%InL  9%InL T
207 060,00, 06,00,
9%InL 0%InL 9%InL

H(0) = |06,00, 262 86,06, 9)

9%1nL 9%InL 9%InL
00,00, 036,00, 06

2
p A

a ! v fU U =) 5o 1 7 =
Way ElnL(u/Q) Juaveseyiussudunisvesihiduanuinazduves 09 fgns

AU AIENATT 10
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— 0 -
6_91]n L(uI(-))

9 (10)
%ln L(u|@) = |oe, In L (u|®)

9
06,

In L(uIB)_

4. |sUszaurwuuiasaesiagian (Least Squares Estimation) 35013
tnulaldvesdnlunisuszuiurinisifmesves MIRT uafdudsaldlulusunsy
NOHARM figmsAnuins fsamnis 11 (Reckase. 2009 : 147-148)

— n _ — 2
§Sy = (u,—P(u; =1/0,a,,d,)) (11)
Mp) SSe Ao HasIVRIANULANANSEnidBILAazLInmes O
v, Ao Azwwuilsandeaeuted i @andu 0 uag 1)

1

n1sfnLandasay (item Selection)
Jumsseymsidendeasuanadstoasuiiielifidraevlsneudoasy dlne
winmsnsdndondoasuiitmuneiioanauulsusiuvesinnesANEINTALUY
wydliAdaas17 (Frey and Seitz. 2009 : 90) uaz3snsAmdendoasuilifuunundnues
MINAAULUUUTUMINE A ﬂamﬁamaiwuwnﬁaLﬁauﬁgwmmﬁ’ammm%Lﬁuqqqm

viorgaannsUszanamnuannsa 0 waziisnsdadendeasuegnainnanss
wiagIsanunsaldsmAuAUTENIsUsEINMAMNLUY kagdiaunsaldisnisAndendeasu
naeiasuiuladnmy (Reckase. 2009 : 327) umlun1suiausisnisAadentagouly
Ummmﬁ ULFUBLNEY 3 75 A® Maximize the Determinant of the Fisher
Information Matrix, Largest Decrement in the Volume of the Bayesian Credibility
Ellipsoid kag Maximize Kullback-Leibler Information il

1. Maximize the Determinant of the Fisher Information Matrix 1%
AALADNTOADUAIBLUNTNTA1TAULNAYDITVLYDS agjmaiéﬁ!ﬁlaulmﬁ'j'}ﬂﬁLLmLm
auaNnsafivszina L uAANaINnsaeseiifinisuanwasuuUnivianefnUsenn
Wn3ng AuwUsUTINANMLLUTUSINTIN (Variance—Covariance Matrix) fiAgadaafu
Wnsngansaunevasiaiyes (Fisher Information Matrix) (Frey and Seitz. 2009 : 90 ;
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Reckase. 2009 : 330) Tulaseasiauas MIRT auisaussunsndaisaumeavasiaao sy
WLBUNNSINUSUIUVDIATAUNANISADUAUDIVDITDFD ULAL UL AU NI UANUAINTE

mevdsnsneutedeudotuuds (0) lunsadamansaauaaniivesoyiusiaes
vosaunasiluaendgn L FiRgrtostuauauisaazianduau (Frey and Seitz.
2009 : 90) annsauandluIBnismauLuuwnia fdnauslag Seqall Tudl 1996 16ids
d@1n1s 12 (Frey and Seitz. 2009 : 90 ; Reckase. 2009 : 330 ; Segall. 1996 : 336)

9%1InL
] (12)

s (9’6): * [aeraes

We 0 fle  erwaunsndswweddeu
0 #e AwsznaminaruhaniugaEn
0 fo ewUszneuvesnmeinuaNsn (O vecter) andudl
0, Mo ewUsznauresnmedauainsa (O vecter) anduil s
L fe dhitumnutnesduvesennisnoudeasuain MCAT

WD9NNWAATRIAUTE N UV WUNS NG I(O,ﬁ)mmmzé’u%’aaau?jammia
AU Wvsndansmavestaaaulame 1(0,u,) Asauns 13, 14 uaz 15 (Segall. 1996

337)

il

L 9%r 1 (13)
Pi(0)Q;(6)

- (e’ui) =

el

aPi(e) [6Pl-(0)

_ [ 601« 605
Lrs (O uy) = P(6)Q;(6)

(14)

Ha [aPk+1(9k) :

(CA = 2oL 13
(O.cs1) Pr+1(0k)Qr+1(0k)
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PIYFNWEUZLANIZVDHUNS NTAMULUTUSIUANUWUTUTIUSINALTTUNS

Uszanamnevdanisaautadaudeil k nNLUUNaFRULUUUSUWIINE 2 1DuAUseanm
INAUNFUVBUUNINTATAUNA UATAUINAIENNTT 16 (Segall. 1996 : 338)

Yk = {1(9» ak)}_l = Xicr IO, u)]™ s

[~ 1 a 4 1 ) % 1% q'
UAE Xk (e 1) LUUNNTUTEUN AN URIUVIS NG ANULUTUTIUIWTIAT1IVB VD ERUTDN k T3
U Todauten k+1 HansAulInasaunis 17 (Segall. 1996 : 338)

Yrrern) = |1(6,8;) +1(6, ukﬂ)]_jL (17)

inausindendeasuiiiauslng Segall (1996) astupgfuanudusius
sEnhamEndansaunavefivivesfuuinannudeiiuiinseungunisusyaiue
Anuansadmuslag Anderson (1984) uazAnderson nuindimnuminitenfugag
anuidosiuinseunqunisUszanaranuaaanduisdnsBangunssSluniui
wazUSinaesgUnssiiife ety I, uar Seqall (1996) uandlifiuinie X, faun
flgnuduTinamestisidesiuvensUszinamam eI nuInag Uiy
Endign

aun1s 18 Judmesiuuurivesunindmaunisiudieiiofewnindg
asaumavestoaouilimaseuluudwnedeaeuted k duumennmsiuvnduaming
asmavestoaoutefiazgnihluldasutesell nszuiunisfnidendeasuiiaziluasy
todnlunidunslrensszyideasudelnaeiiumindansaunagegaidesiuiuiuming
asaumAvesteaeuieiniuin TnsazagUainnasmweInsAmesiuuwindunian

|I (9, (ak)) +1(0,uy41) (18)

2. Largest Decrement in the Volume of the Bayesian Credibility
Ellipsoid 33n15Uszanaumuuuiudiiinauslng Segall (1996 : 338-342, 2000 : 61-72,
2010 : 65-74) WlugnsdnidendeasuiiazanyIunuesteasulsed1snn (Frey and
Seitz. 2009 : 90 ; Reckase. 2009 : 331-332) fhen1sidendedeufiiAnunindatsaume

Meviagagn 1, legldtoyadann 3 unas fie duiesavesunsndanuwlsusiusiui

i/8,_y

a X . . . -1 a ay v
\inTJunau (Inverse Prior Covariance Matrix : D™ ) , NaFUUasunsng W Aleu1ann
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Toapudoficuin (W, ) uagwmind W Aildsnandeasudenazgnianldasudeseld
k-1

TgnsruInesaunis 19

-1
I =D W +w (19)
i/sp Sl
Tun1sUsEUNUAIANNEINNTTIATIIVB @k(l,ﬁa k=0) A8NITANAUALLH
YDIANLRABYDINITHINLIIANUANLTUBIAU kazlneluinagAuualidawingy 0
YUNDULINADIALTIUNITAIUIUNNIAIDULIBSAVDILUNI NTAUWUTUTIU

1 dl a dg( 1 ’1 dl L4 gj dl dl a 1
suiiinduneu (D) wWiessandedldlutunoudu 9 Nazandunisnaly
Tumouiiaesiwinme W, 91nauns 20
k-1

Wsk—l = Z JE&S ) Wj (20)

e W, vesteapuded j Awinlaainaunis 18 uagkasiuveuuning W launain

Josoudoiiinen Y w, Aaindeseuyndenlaiuntsideniugy
k-1

TUABUTAUAUIUMIANYBUUNING Nlduna1ntoapudonazgniiunly
aoutasioly a1naunsn 21

W, = Dzaiaiw; (21)
o e | 4i© [ i(6) - czT
l pi(0) 1—ci

YBNANULIUNISAALABNTDABUTBWINAIUISALEDNTOFBUNTANUNI NG
ansaunagedn (1) 1nauns 22 ¢sil (Segall. 2010 : 70)

L= D, (22)
3. Maximize Kullback-Leibler Information

28113 Posterior Expected Kullback-Leibler Information Qﬂﬁ%auaslﬁ
TlunsAndendeasulunismageuiuuysuianzMdulififes Chang and Ying (1996)
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uazsoun Veldkamp and van der Linden (2002) lataueniaidenliildisnis Posterior
Expected Kullback-Leibler Information luni1sdmdandeasusuuliumansniia
(MCAT) Tnaiitnausin15Ana0N 0@ UINTLYEWIIUBINITATEABVBINITABUAUDIAIN
toaeuteiiazgnidentlimaaeutesely (dusumisiiléuszanumaiuansaves
Ny @ ﬁ’ummmmsaﬁLLﬁﬁwaqs:IaQU 0 AIBNITAIARUILLENINNITABUTDEDU
(Mulder, van der Linden. 2010 : 85 ; Reckase. 2009 : 334-335) n3sfivodeu 1 19
munlafsannis 23 uag 24

_ f(uile) (23)
K;(8;0) = —E|log 8o
K,(8;0) = P,(8)1o u® g
e ' Qi(6)
e P Wummmhandulumsnouaussieasuded i legnsos

Q.(*)=1-P(*)

U.(*)  Junansneudedeuded nsditodeu n 4o muiadldnaunis 25

Ka(9:0) = X1, K, @5)

druwuanislunisdmdendeasuiuuziilag Veldkamp and van der
Linden (2002) fe 1denvndeasudifidansauma KLannnsaanisnendagega
(Maximizes the Posterior Expected Kullback-Leibler Information) figatihndn
ANTAUNAG ST A TUAIUAUILUUAT U FI91NNITUTZUIUAIANEINIT BAY
Veldkamp and van der Linden 14 Gauss—Hermite Quadrature Usziuaniilaann
aunsil 26 uAegafnLIBN1 Quadrature 358U q Aanunsaldauldfvuiy (Reckase.
2009 : 335) HgATAUIUAIENNT 26

KP(0% ) = [, Ki(6,0")f(Bluy, ..., ux_1)20 (20
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e K? AD  @1TAUWNARNNAIANIINYWRILUULUE

(Bayesian Posterior Expected Information)
Ao ANUEILNTATUTENNAIATRRIIINTREBY ToT k-1 daululan
fO/u,,.u,_)fo  ANURUUUNEWAININNITEOUTIADU V71 k-1 pulULA7

wrog19lsAnNuISN1siAauTI9aEiANuT UL ULAZIINAITNAAD LTI
9949 Reckase InglElUsUNTU MATLAB ARuAMANYZUNG 3 AMENBUENUTINITAILIN
ylagnun (Reckase. 2009 : 335)

nsgANTsNAdaU (Test termination)
IpAugANIINAOU HinauailuniseAnisnageuniiiauenaNaeine 1y
ngalaT TR UIMAdRUATUAINIIWIU vTBllon s inllanuiue el 3ely

v
(% (3

WapunuaTniu lunmsnwandeyainaesdiulvg nsvegeuwuuyTumInzLUUNY
ffazgAnsmaaeumendnsasuasumusIuteas ufifnualidimih egaslsfnm
nsfvuadunuteasuiilflummeasuiunusimsginisaouazdnaieanuusiue iy
miﬂizmmﬂ'wmmmmiaﬁﬁmmLLUiinsdeﬁaauqaum HaouueAuIAY
AR ULIMIFIUTBINNTInnnvdlaiivieannnitasiivuialug luvasfinuduass
vadnniann uazamuudugilunisussanumaruannsoditueg funismeudoasy
LayAnaNYrYeIAtateaeu (Frey and Seitz. 2009 : 91)

msgAnmsnaasuanANsiudlunsiadunmadennieiannsalfidunasi
nseR nsnaaeuld 1w TunseuIumM Ao uLUUUSUMNNEAeABUNIAB S HUUNAIR
Y94 Segall (1996) MnaasuaLiunsaeluizes 9 MWNIIAIANNAIIALAABULIATEIU
aaneglurnenuidodield (hndvdiidinual) nstvunnassiidufieusuresay
lfiansaduiunisldesnaumngay nmsldmnuuwiugilunsiadunusilunisyinig
nadevasiussansnmuiolituegiunudnvurvesadadeasuiithuldeude &
pefUsznaUTRIANLamIaveaaunnagluruLun el ifuiinaneiiufiuas Tndae
foapusmnnnimiseiifuiunmeniemansy aglVuuunaaeutuiianuen
wn FeifunsldnsmegeunuuUiumnzfenefiumefuuunyiadadunismuenis
fofderuwiuguarsundeaeuiifinndelunsdiivssafeseduauusiudfigaelid
wazunndsfvedidnauteasutiosinnlunsdifiussaiseduanuuiudifidaelisng
(Frey and Seitz. 2009 : 91)

uenaniinisvidennassufuiulaouuasiiidmifedes fanusaldifunwst
Tunseinisnaaeuliauiu widnsldnasinisefineasumenisussensaslilasuniy
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sulsngaeuynauiinndusedinawviiiulunsmuuuneasy Wesnanwanandy
Fuuneaeudntdiailunisnaaeuuanaaiu wardaeuiinnuilunisnounn
auwananeiy Inedeifinasudiailunismaaeudauuaniaduuinseninegaeu
et Tunsuszgndlfenluswanussdunaiganildlunisageuasiuniudy
nauaitun1seAnIINAaeuUMIe (Frey and Seitz. 2009 : 91)

GELY

MINAFBULUUUTUMINZLUUNTER (MCAT) flasdusznoudindnefufunns
NAFOULUU UTulmngfiuanuanansavessaau (CAT) ﬁﬁaqﬁﬂivﬂaué’wﬁw i lnaeg
maiquwgmauauawaaauu:u*uwmm finswauiaddoaeufiiifoaausuiunin
ATOUARNLLMTIRBINITIA ﬂiﬂ’ﬁ‘di WIUAIAINEINTAVRIHADY dNsAnLiantaaau
wazdiinuigAnisaay widsfiuanenstufie dodounsazdoras MCAT azaiunsa’n
Awanansavesiaeulivansogisluvaedl CAT doaeu usazdoinmnuaunsavesiiaey
WiganuLien Jilvinisnegauwuy MCAT THa1saumalauInnInn1snagauwuy CAT
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