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การทดสอบแบบปรบัเหมาะดวยคอมพิวเตอรแบบพหุมิต ิ
(Multidimensional Computerized Adaptive Testing : MCAT) 
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 การทดสอบแบบปรับเหมาะดวยคอมพิวเตอร (CAT) ไดรับความนิยมมาก ทั้งในการ
ทดสอบทางการศึกษาและจิตวิทยา CAT เปนวิธีการเฉพาะที่ใชในการประเมินความสามารถและ
คุณลักษณะแฝงอื่น ๆ ของผูสอบ โดยการเลือกขอสอบจากคลังขอสอบใหผูสอบไดรับขอสอบที่
เหมาะสมกับความสามารถตามผลการตอบขอสอบของขอที่สอบผานไปแลว (Frey and Seitz. 
2009 : 90 citing Frey. 2007) จุดมุงหมายของข้ันตอนการเลือกขอสอบ คือ การเลือกขอสอบให
เหมาะกับระดับลักษณะของผูเขาสอบ (Frey and Seitz. 2009 : 89)  
 ในปจจุบันน้ี มีการทดสอบจํานวนมากที่มีลักษณะเหมือนกันกับ CAT เชน การสอบ
ภาษาอังกฤษในลักษณะเปนภาษาตางประเทศ (TOEFL) ขอสอบวัดเชาวนปญญาทั่วไปกอนเขา
ศึกษาในระดับบัณฑิตศึกษา (The Graduate Record Examinations : GREs) หรือขอสอบที่ใช
วัดความสามารถของผูที่ตองการเขาศึกษาในระดับปริญญาโทและปริญญาเอกสาขาบริหารธุรกิจ 
(Graduate Management Admission Test : GMAT) ที่ใชการบริหารการสอบแบบปรับเหมาะ
ดวยคอมพิวเตอร นอกจากน้ีในป 2012 องคกรความรวมมือและพัฒนาทางเศรษฐกิจ (OECD) มี
แผนที่จะนําเอา CAT มาใชในการประเมินสมรรถนะของนักเรียนในโครงการประเมินนักเรียนใน
ระดับนานาชาติ (Programme for International Student Assessment: PISA) (Frey and 
Seitz. 2009 : 89)  
 การใช CAT มีประโยชนที่โดดเดน คือ ความสามารถในการเพิ่มประสิทธิภาพของการวัด
อยางมาก เน่ืองจากในการใชงานจะถูกกําหนดโดยการวัดอัตราสวนของการวัดที่แมนยา และความ
ยาวของแบบสอบ (Segall. 2005 ; Frey and Seitz. 2009 : 90 citing Frey. 2007) นอกจากน้ี 
CAT ยังสามารถลดจํานวนขอสอบเพื่อใหผูเขาสอบตอบขอสอบดวยจํานวนขอที่นอยลง แตมี
ประสิทธิภาพในการวัดเพิ่มข้ึนเมื่อเปรียบเทียบกับการทดสอบแบบด้ังเดิมที่มีจํานวนขอสอบคงทีใ่น
แบบสอบ (Fixed Item Test: FIT) โดยทั่วไป ในการทดสอบดวย CAT สามารถที่จะลดจํานวน
ขอสอบลงไดครึ่งหน่ึง โดยไมมีการสูญเสียความแมนยํา ในการวัด ดังน้ันการทดสอบดวย CAT จึง
ชวยใหลดภาระงาน เวลาและคาใชจายลงไปไดมาก (Frey and Seitz. 2009 : 89) 
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 การทดสอบแบบปรับเหมาะสวนใหญใชคลังขอสอบที่ไดรับการสอบเทียบดวยทฤษฎี
โมเดลการตอบสนองขอสอบแบบมิติเดียว (Unidimensional IRT) (Frey and Seitz. 2009 : 89 
citing Fischer & Molenaar. 1995 ; Hambleton & Swaminathan. 1985) แตภายใตเงื่อนไข
ในเชิงทฤษฎีการประเมิน ทางการศึกษาและจิตวิทยาในปจจุบันน้ีมักจะเกี่ยวของกับหลายประเด็น 
เชน PISA เกี่ยวของกับความสามารถทางคณิตศาสตร การอานและวิทยาศาสตร (OECD. 2006) 
ซึ่งเงื่อนไขดังกลาวจะเหมาะสมกับการใชวิธีการทดสอบแบบปรับเหมาะแบบพหุมิติ (MCAT) ดวย
โมเดลการตอบสนองขอสอบแบบพหุมิติ (MIRT) มากกวาการทดสอบแบบปรับเหมาะแบบมิติเดียว 
(CAT) ดวยโมเดลการตอบสนองขอสอบแบบมิติเดียว (IRT) (Frey and Seitz. 2009 : 89)  
 แนวคิดของ MCAT เปนที่รูจักกันมาในชวง 20 ปที่ผานมา ในป 1987 Bloxom and 
Vale ไดนําเสนอวิธีการที่ปรับปรุงใหมเกี่ยวกับ MCAT โดยใชวิธีการคัดเลือกขอสอบแบบเบส
ปรับปรุงใหมของ Owen (1975) หลังจากน้ันในป 1992 Tam ไดศึกษาเปรียบเทียบวิธีการ
คัดเลือกขอสอบใน MCAT ระหวางวิธีแบบเบสปรับปรุงใหมของ Owen (1975) กับวิธีการอื่น ๆ 
ในประเด็นความแมนยําในการวัดสารสนเทศของขอสอบและเวลาในการคํานวณ ตอมา Segall 
(1996: 338-341) ไดนําเสนอวิธีการแบบเบสสําหรับ MCAT และในเวลาตอมาวิธีการแบบเบสเปน
วิธีการที่ไดรับความสนใจมาก วิธีการน้ีใชความรูเกี่ยวกับโครงสรางของความแปรปรวนรวมระหวาง
มิติของการวัดสําหรับการเลือกขอสอบ และการประมาณคาความสามารถ สงผลใหจํานวนขอสอบ
ที่ใชลดลงซึ่งเปนคุณสมบัติที่จาเปนของการทดสอบแบบ CAT แนวคิดของ MCAT เปนแนวทาง
ใหมในการประเมนิความสามารถดวยเหตุผลสองประการ ประการแรก เมื่อเปรียบเทียบกับการใช
โมเดลการวัดมิติเดียว MCAT ยอมใหมีขอจํากัดที่เหมาะสมระหวางโมเดลเชิงทฤษฎีที่ประกอบกัน
ข้ึนมาจากหลากหลายแนวคิดและโมเดลการวัดในเชิงสถิติ ประการที่สอง การลดลงของจํานวน
ขอสอบที่สามารถเห็นไดจากการเปรียบเทียบการทดสอบดวย MCAT กับ CAT และการทดสอบ
แบบด้ังเดิม (Frey and Seitz. 2009 : 89-90)  
 นอกจากน้ี Frey & Carstensen (2009 : 59) ยังไดกลาวถึง MCAT วาเปนการนําเอา
หลักการของ CAT มาขยายขอบเขตการวัดของขอสอบจากการวัดในมิติเดียวเปนขอสอบแตละขอ
วัดพรอมกันในหลาย ๆ มิติ และถาใชจํานวนขอสอบที่เทากันการทดสอบดวย MCAT จะเปนการ
ทดสอบที่มีประสิทธิภาพสูงกวา CAT และการทดสอบแบบด้ังเดิม เน่ืองจาก MCAT มีอัตราการวัด
ที่แมนยากวาเมื่อใชขอสอบเทากัน ดังน้ันการทดสอบดวย MCAT จึงสามารถที่จะลดจํานวน
ขอสอบลงไดมากกวาการทดสอบดวย CAT ประมาณ 30-50% และลดจํานวนขอสอบไดมากกวา
การทดสอบแบบด้ังเดิมที่กําหนดจํานวนขอสอบไวประมาณ 70% โดยไมสูญเสียความแมนยา 
(Frey and Seitz. 2009: 93) และ Frey and Seitz (2008: 81) ไดกลาวถึง MCAT วามี
ประสิทธิภาพสูงกวา CAT ถึง 1.3 เทา อยางไรก็ตาม Frey and Seitz (2009: 92) ไดระบุวาถาใช
การเลือกขอสอบแบบสุม MCAT จะมีประสิทธิภาพสูงกวา CAT ถึง 3.7 เทา  
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 MCAT เปนการมอง CAT จากมุมมองแบบพหุตัวแปร ประกอบไปดวยองคประกอบ
สําคัญหลายองคประกอบ เชน โมเดลอยูภายใตทฤษฎีตอบสนองขอสอบแบบพหุมิติ วิธีการ
ประมาณคาความสามารถ วิธีการคัดเลือกขอสอบ และเกณฑการยุติการสอบ ทางเลือกของ
องคประกอบเหลาน้ีจะเปนประโยชนสําหรับสถานการณการใชงานหลายสถานการณ เปนกลยุทธ
สําหรับการกําหนดเน้ือหาสาระและกําหนดสิ่งที่ตองการนําเสนอดังน้ี (Frey and Seitz. 2009 : 
90)  
 
โมเดลการตอบสนองขอสอบแบบพหุมิติ (MIRT Models)  
 MCAT สามารถใชงานรวมกับโมเดล MIRT ไดหลากหลายโมเดล (Frey and Seitz. 
2009 : 90) เชน โมเดลโลจิสติกแบบพหุมิติ (Multidimensional Logistic Model) โมเดลปกติ
สะสมแบบพหุมิติ (Multidimensional Normal Ogive Model) โมเดลสําหรับการวัดมิติที่ไม
สามารถทดแทนกันได (Models for Noncompensatory Dimensional) โมเดลสําหรับการวัด
การเรียนรูและการเปลี่ยนแปลง (Models for Learning and Change) โมเดลในการระบุ
โครงสรางของระดับคุณลักษณะ (Models with Specified Trait Level Structures) และโมเดล
สําหรับการจําแนกกลุมบุคคล (Models for Distinct Classes of Persons)  
 โมเดลโลจิสติกแบบพหุมิติและโมเดลปกติสะสมแบบพหุมิติเปนโมเดลที่มีการนํามาใช
งานอยางกวางขวางกวาโมเดลอ่ืน ๆ เน่ืองจากรูปแบบทางสถิติของโมเดลโลจิสติกแบบพหุมิติ
สามารถ  บูรนาการไปใช ในโมเดลปกติสะสมแบบพหุมิติได แตไมสามารถบูรนาการไปใชกับโมเดล
สําหรับการวัดมิติที่ไมสามารถทดแทนกันได แมวาจะมีคุณลักษณะคลายคลึงกัน อีกทั้งรูปแบบใน
เชิงสถิติของโมเดลสําหรับการวัดมิติ ที่ไมสามารถทดแทนกันไดยังไมไดรับการพัฒนาใหเพียง
พอที่จะนําไปใชงานไดในปจจุบันน้ี (Reckase. 2009 : 121) และโมเดลปกติสะสมมีความชันของ 
ICCs (Intraclass correlation coefficients) มากกวาโมเดล โลจิสติก แตเมื่อคูณ 1.702 เขาไป
ใน Exponents ของโมเดลโลจิสติกจะทําใหคาความนาจะเปนในการตอบไดถูกตองของทั้งสอง
โมเดลมีคาใกลเคียงกันมากคือมีความแตกตางกันไมเกิน 0.01 (Reckase. 2009 : 26 citing 
Birnbaum. 1968 ; Zimowski. 2003 : 541) แสดงใหเห็นวาโมเดลทั้งสองน้ีสามารถบูรณาการไป
ใชงานดวยกันไดดวยการปรับแกเพียงเล็กนอย  
 โดยทั่วไปโมเดลการระบุความนาจะเปนของ MIRT สําหรับการตอบสนองกับขอสอบที่

ถูกตอง i (ui = 1) ข้ึนอยูกับความสามารถแฝง p เมื่อ = (1, 2,..., p) และคุณลักษณะของ
ขอสอบที่ครอบคลุม ดวยพารามิเตอรขอสอบหน่ึงพารามิเตอรหรือมากกวา (Frey and Seitz. 
2009: 90) โดยโมเดลการระบุ ความนาจะเปนในการตอบที่ถูกตองของโมเดลโลจิสติกแบบพหุมิติ 
มีสูตรคํานวณดังสมการ 1 (Segall. 1996 : 333; 2010 : 62)  
 
               (1)  
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สถานการณ์การใชง้านหลายสถานการณ์ เปน็กลยุทธส์ าหรับการก าหนดเนื้อหาสาระและก าหนดสิ่งที่ต้องการ
น าเสนอดังนี้ (Frey and Seitz. 2009 : 90)  

โมเดลการตอบสนองข้อสอบแบบพหุมิติ (MIRT Models)  
 MCAT สามารถใช้งานร่วมกับโมเดล MIRT ได้หลากหลายโมเดล (Frey and Seitz. 2009 : 90) เช่น 
โมเดลโลจสิติกแบบพหุมิติ (Multidimensional Logistic Model)  โมเดลปกตสิะสมแบบพหมุิติ 
(Multidimensional Normal Ogive Model) โมเดลส าหรับการวัดมิติที่ไมส่ามารถทดแทนกันได้ (Models 
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ด้วยพารามิเตอร์ข้อสอบหนึ่งพารามิเตอร์หรือมากกว่า (Frey and Seitz. 2009: 90) โดยโมเดลการระบ ุ
ความน่าจะเปน็ในการตอบที่ถูกต้องของโมเดลโลจิสติกแบบพหมุิติ มีสูตรค านวณดังสมการ 1 (Segall. 1996 : 
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 ic    = พารามเิตอรโอกาสการเดาของขอสอบขอที ่i  

 1    = เวกเตอร p x 1 เมื่อ p คือ จํานวนมิติ  
 
 โมเดลการระบุความนาจะเปนในการตอบที่ถูกตองของโมเดลปกติสะสมแบบพหุมิติ ดัง
สมการ 2 (Bock and Schilling 2003 : 585 ; Reckase. 2009 : 95)  
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 id    =  Easiness Intercept ของขอสอบขอที ่i  

 
การประมาณคาความสามารถ (Proficiency estimation)  
 การประมาณคาความสามารถของ MIRT มีเกณฑการประมาณคาที่แตกตางกันหลาย
แนวทาง เชน Maximum Likelihood Criterion, Maximum a Posteriori Bayesian 
Criterion, Newton-Raphson Method และ Least Squares Criterion (Reckase. 2009 : 
139) แตโดยทั่วไปเกณฑการประมาณคาความสามารถของ MCAT ที่นิยมมีอยู 2 วิธี คือ วิธีการ
ประมาณคาแบบความนาจะเปนสูงสุด (Maximum Likelihood Estimation) และวิธีการ
ประมาณคาแบบเบส (Bayesian Estimation) (Reckase. 2009 : 314) และจากขอตกลงเบื้องตน
เกี่ยวกับความเปนอิสระของขอสอบและผูสอบในทฤษฎีการตอบสนองขอสอบ ถา    ตัวแปร
ความสามารถมีความคงที่ การตอบสนองขอสอบของผูสอบตอขอสอบแตละขอของแบบทดสอบ 
ถูกคาดหวังวาเปนอิสระจากกันในเชิงสถิติ การประมาณคาความสามารถดวยเทคนิคการประมาณ
คา แบบความนาจะเปนสูงสุด (Maximum Likelihood Estimation) นําไปสูความไมชัดเจนของ
การประมาณคา ของเวกเตอรความสามารถ         ณ จุดเริ่มตนของการ
ทดสอบ แตวิธีการประมาณคาแบบเบสจะหลีกเลี่ยงขอบกพรองน้ี แตก็ยังไมมีขอสรุปเกี่ยวกับ
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      = เมทริกซ์ความแปรปรวนร่วมของมิติขนาด p x p 
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การประมาณค่าความสามารถ (Proficiency estimation) 
 การประมาณคา่ความสามารถของ MIRT มีเกณฑ์การประมาณค่าที่แตกต่างกันหลายแนวทาง เช่น 
Maximum Likelihood Criterion, Maximum a Posteriori Bayesian Criterion, Newton-Raphson 
Method และ Least Squares Criterion (Reckase. 2009 : 139) แต่โดยทั่วไปเกณฑ์การประมาณค่า
ความสามารถของ MCAT ที่นิยมมีอยู่ 2 วิธี คือ  วิธีการประมาณค่าแบบความน่าจะเป็นสูงสุด (Maximum 
Likelihood Estimation) และวิธีการประมาณค่าแบบเบส์ (Bayesian Estimation) (Reckase. 2009 : 314) 
และจากข้อตกลงเบื้องต้นเก่ียวกับความเป็นอิสระของข้อสอบและผู้สอบในทฤษฎีการตอบสนองข้อสอบ  
ถ้าตัวแปรความสามารถมีความคงที่ การตอบสนองข้อสอบของผู้สอบต่อข้อสอบแต่ละข้อของแบบทดสอบ 
ถูกคาดหวังว่าเป็นอิสระจากกันในเชิงสถิติ การประมาณคา่ความสามารถด้วยเทคนิคการประมาณค่า 
แบบความน่าจะเป็นสูงสุด (Maximum Likelihood Estimation) น าไปสู่ความไมช่ัดเจนของการประมาณคา่ 
ของเวกเตอร์ความสามารถ        ,    ,…,     ณ จุดเริ่มต้นของการทดสอบ  แต่วิธีการประมาณคา่
แบบเบส์จะหลีกเลี่ยงข้อบกพร่องนี้  แต่ก็ยังไม่มีข้อสรุปเก่ียวกับปัญหาในการประมาณคา่ความสามารถ ในทาง
ปฏิบัติ จึงยงัคงมีการใช้วิธีการประมาณค่าทัง้สองแบบ (Frey and Seitz. 2009: 90)  
 วิธีการประมาณคา่ความสามารถมีหลากหลายวิธี แต่ในบทความนี้จะน าเสนอเพียง 4 วิธี ดงันี ้
 1. วิธีการประมาณค่าแบบความน่าจะเป็นสงูสุด (Maximum Likelihood Estimation)  
มีสูตรค านวณดงัสมการ 3 (segall. 2010 : 62 ; Reckase. 2009 : 140) 
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ปญหาในการประมาณคาความสามารถ ในทางปฏิบัติ จึงยังคงมีการใชวิธีการประมาณคาทั้งสอง
แบบ (Frey and Seitz. 2009: 90)  
 วิธีการประมาณคาความสามารถมหีลากหลายวิธี แตในบทความน้ีจะนําเสนอเพียง 4 วิธี 
ดังน้ี  
  1. วิธีการประมาณคาแบบความนาจะเปนสูงสุด (Maximum Likelihood 
Estimation) มีสูตรคํานวณดังสมการ 3 (segall. 2010 : 62 ; Reckase. 2009 : 140)  
 
               (3)  
 
เมื่อ )/,...,( 211 ininiii uuuuUf   

      เปนผลจากฟงกช่ันการตอบขอสอบรายขอที่จะนําไปใชในการ 
      คํานวณในข้ันตอนการคัดเลือกขอสอบและการใหคะแนน  
 )/( uL  คือ  ฟงกช่ันความนาจะเปน  
 nS    คือ  ขอสอบขอที ่1, 2,…,n  

 )(ip  คือ  ความนาจะเปนในการตอบขอสอบถูก  

 )(iq   คือ  )(1 ip  

 
   วิธีการประมาณคาแบบน้ีมักจะมีปญหาไมสามารถประมาณคาไดถามีจํานวนขอ
ของขอสอบนอย (Diao. 2009 : 2 ; Reckase. 2009 : 314-315) และจากการศึกษาของ Diao. 
(2009 : 3) โดยใชขอสอบจํานวน 50 ขอ พบวาการประมาณคาดวยวิธีน้ีใชเวลานานกวาจะประสบ
ความสําเร็จในการประมาณคาความสามารถ  
  2. วิธีการประมาณคาแบบเบส (Bayesian Estimation) มีสูตรคํานวณดังสมการ
(Segall. 2010 : 60-64 ; Reckase. 2009 : 144-145)  
 
               (4)  
 
เมื่อ   /uL  คือ  ฟงกช่ันความนาจะเปน (สมการที ่3)  
  uf   คือ  ความนาจะเปนที่เกิดข้ึนภายหลังของ u  (สมการที ่6)  

  f   คือ  ความนาจะเปนที่เกิดข้ึนกอนของ  
   โดยมีขอตกเบื้องตนวามีการแจกแจงเปนแบบปกติหลายตัวแปร (Multivariate 

Normal) มีคาเฉลี่ยเทากับ  และมีเมทริกซความแปรปรวนความแปรปรวนรวมเทากับ  มีสูตร
คํานวณดังสมการ 5  

4 
 

 

       =   พารามิเตอร์ความยากของข้อสอบข้อที่  i 
       =   พารามิเตอรโ์อกาสการเดาของข้อสอบข้อที่ i 
 1    =   เวกเตอร์ p x 1 เมื่อ p คือ จ านวนมิต ิ
 
 โมเดลการระบุความน่าจะเป็นในการตอบที่ถูกต้องของโมเดลปกติสะสมแบบพหุมิติ ดังสมการ 2 
(Bock and Schilling 2003 : 585 ; Reckase. 2009 : 95)  
                               

 
   

               
       

 

                                                                                    (2) 
เมื่อ         =          

   =                   +         
      = เมทริกซ์ความแปรปรวนร่วมของมิติขนาด p x p 
       = พารามิเตอร์โอกาสการเดาของข้อสอบข้อที่ i 
           =  Easiness Intercept ของข้อสอบข้อที่ i 

การประมาณค่าความสามารถ (Proficiency estimation) 
 การประมาณคา่ความสามารถของ MIRT มีเกณฑ์การประมาณค่าที่แตกต่างกันหลายแนวทาง เช่น 
Maximum Likelihood Criterion, Maximum a Posteriori Bayesian Criterion, Newton-Raphson 
Method และ Least Squares Criterion (Reckase. 2009 : 139) แต่โดยทั่วไปเกณฑ์การประมาณค่า
ความสามารถของ MCAT ที่นิยมมีอยู่ 2 วิธี คือ  วิธีการประมาณค่าแบบความน่าจะเป็นสูงสุด (Maximum 
Likelihood Estimation) และวิธีการประมาณค่าแบบเบส์ (Bayesian Estimation) (Reckase. 2009 : 314) 
และจากข้อตกลงเบื้องต้นเก่ียวกับความเป็นอิสระของข้อสอบและผู้สอบในทฤษฎีการตอบสนองข้อสอบ  
ถ้าตัวแปรความสามารถมีความคงที่ การตอบสนองข้อสอบของผู้สอบต่อข้อสอบแต่ละข้อของแบบทดสอบ 
ถูกคาดหวังว่าเป็นอิสระจากกันในเชิงสถิติ การประมาณคา่ความสามารถด้วยเทคนิคการประมาณค่า 
แบบความน่าจะเป็นสูงสุด (Maximum Likelihood Estimation) น าไปสู่ความไมช่ัดเจนของการประมาณคา่ 
ของเวกเตอร์ความสามารถ        ,    ,…,     ณ จุดเริ่มต้นของการทดสอบ  แต่วิธีการประมาณคา่
แบบเบส์จะหลีกเลี่ยงข้อบกพร่องนี้  แต่ก็ยังไม่มีข้อสรุปเก่ียวกับปัญหาในการประมาณคา่ความสามารถ ในทาง
ปฏิบัติ จึงยงัคงมีการใช้วิธีการประมาณค่าทัง้สองแบบ (Frey and Seitz. 2009: 90)  
 วิธีการประมาณคา่ความสามารถมีหลากหลายวิธี แต่ในบทความนี้จะน าเสนอเพียง 4 วิธี ดงันี ้
 1. วิธีการประมาณค่าแบบความน่าจะเป็นสงูสุด (Maximum Likelihood Estimation)  
มีสูตรค านวณดงัสมการ 3 (segall. 2010 : 62 ; Reckase. 2009 : 140) 

                                            
                                                                      (3) 

 
5 

 

 

เมื่อ 
                                เป็นผลจากฟังก์ชัน่การตอบขอ้สอบรายข้อที่
จะน าไปใช้ในการค านวณในขัน้ตอนการคัดเลือกข้อสอบและการให้คะแนน 
        คือ ฟังก์ชั่นความน่าจะเป็น 
      คือ ข้อสอบข้อที่ 1, 2,…,n  
         คือ ความน่าจะเป็นในการตอบข้อสอบถูก   
               
 วิธีการประมาณคา่แบบนี้มักจะมีปัญหาไมส่ามารถประมาณคา่ได้ถ้ามีจ านวนข้อของข้อสอบน้อย 
(Diao. 2009 : 2 ; Reckase. 2009 : 314-315) และจากการศึกษาของ Diao. (2009 : 3)  โดยใช้ข้อสอบ
จ านวน 50 ข้อ พบว่าการประมาณค่าด้วยวธิีนี้ใช้เวลานานกวา่จะประสบความส าเร็จในการประมาณค่า
ความสามารถ 
 2. วิธีการประมาณค่าแบบเบส์ (Bayesian Estimation) มีสูตรค านวณดังสมการ 4  
(Segall. 2010 : 60-64 ; Reckase. 2009 : 144-145) 

                 
               

              
  

          (4) 

เมื่อ            คือ ฟังก์ชั่นความน่าจะเป็น (สมการที่ 3) 

                คือ ความน่าจะเป็นที่เกิดขึ้นภายหลังของ   (สมการที่ 6) 
                คือ ความน่าจะเป็นที่เกิดขึ้นก่อนของ   โดยมีข้อตกเบื้องต้นว่ามกีารแจกแจงเป็นแบบปกติ
หลายตัวแปร (Multivariate Normal) มีค่าเฉลี่ยเท่ากับ   และมีเมทริกซ์ความแปรปรวนความแปรปรวนร่วม
เท่ากับ   มีสูตรค านวณดังสมการ 5 

                          
 
                     (5) 

                   
              (6) 

  จากการศึกษาของ Diao. (2009 : 3) โดยใช้ข้อสอบจ านวน 50 ข้อ พบว่าการประมาณค่าด้วย
วิธีนี้ประสบความส าเร็จในการประมาณค่าด้วยเวลาที่รวดเร็ว 

 3. วิธีการประมาณค่าแบบนิวตนัราฟ (Newton-Raphson Method) วิธีการนี้ใช้ควบคู่ 
ไปกับการประมาณคา่วิธีแบบความนา่จะเปน็สูงสุดในกรณีที่ไมส่ามารถประมาณค่าความสามารถได้ 
(segall. 1996 : 335-340 ; Chen. 2009 : 1-2 ; Frey and Seitz. 2009 : 90) โดยมีวิธีการค านวณ 
ได้ดังสมการ 7 (segall. 1996 : 335-340 ; Chen. 2009 : 1-2) 
                              (7) 
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               (5)  
 
               (6)  
 
   จากการศึกษาของ Diao. (2009 : 3) โดยใชขอสอบจํานวน 50 ขอ พบวาการ
ประมาณคาดวยวิธีน้ีประสบความสาเร็จในการประมาณคาดวยเวลาที่รวดเร็ว  
 
  3. วิธีการประมาณคาแบบนิวตันราฟ (Newton-Raphson Method) วิธีการน้ีใช
ควบคู ไปกับการประมาณคาวิธีแบบความนาจะเปนสูงสุดในกรณีที่ไมสามารถประมาณคา
ความสามารถได (segall. 1996 : 335-340 ; Chen. 2009 : 1-2 ; Frey and Seitz. 2009 : 90) 
โดยมีวิธีการคํานวณ ไดดังสมการ 7 (segall. 1996 : 335-340 ; Chen. 2009 : 1-2)  
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เมื่อ 
                                เป็นผลจากฟังก์ชัน่การตอบขอ้สอบรายข้อที่
จะน าไปใช้ในการค านวณในขัน้ตอนการคัดเลือกข้อสอบและการให้คะแนน 
        คือ ฟังก์ชั่นความน่าจะเป็น 
      คือ ข้อสอบข้อที่ 1, 2,…,n  
         คือ ความน่าจะเป็นในการตอบข้อสอบถูก   
               
 วิธีการประมาณคา่แบบนี้มักจะมีปัญหาไมส่ามารถประมาณคา่ได้ถ้ามีจ านวนข้อของข้อสอบน้อย 
(Diao. 2009 : 2 ; Reckase. 2009 : 314-315) และจากการศึกษาของ Diao. (2009 : 3)  โดยใช้ข้อสอบ
จ านวน 50 ข้อ พบว่าการประมาณค่าด้วยวธิีนี้ใช้เวลานานกวา่จะประสบความส าเร็จในการประมาณค่า
ความสามารถ 
 2. วิธีการประมาณค่าแบบเบส์ (Bayesian Estimation) มีสูตรค านวณดังสมการ 4  
(Segall. 2010 : 60-64 ; Reckase. 2009 : 144-145) 

                 
               

              
  

          (4) 

เมื่อ            คือ ฟังก์ชั่นความน่าจะเป็น (สมการที่ 3) 

                คือ ความน่าจะเป็นที่เกิดขึ้นภายหลังของ   (สมการที่ 6) 
                คือ ความน่าจะเป็นที่เกิดขึ้นก่อนของ   โดยมีข้อตกเบื้องต้นว่ามกีารแจกแจงเป็นแบบปกติ
หลายตัวแปร (Multivariate Normal) มีค่าเฉลี่ยเท่ากับ   และมีเมทริกซ์ความแปรปรวนความแปรปรวนร่วม
เท่ากับ   มีสูตรค านวณดังสมการ 5 

                          
 
                     (5) 

                   
              (6) 

  จากการศึกษาของ Diao. (2009 : 3) โดยใช้ข้อสอบจ านวน 50 ข้อ พบว่าการประมาณค่าด้วย
วิธีนี้ประสบความส าเร็จในการประมาณค่าด้วยเวลาที่รวดเร็ว 

 3. วิธีการประมาณค่าแบบนิวตนัราฟ (Newton-Raphson Method) วิธีการนี้ใช้ควบคู่ 
ไปกับการประมาณคา่วิธีแบบความนา่จะเปน็สูงสุดในกรณีที่ไมส่ามารถประมาณค่าความสามารถได้ 
(segall. 1996 : 335-340 ; Chen. 2009 : 1-2 ; Frey and Seitz. 2009 : 90) โดยมีวิธีการค านวณ 
ได้ดังสมการ 7 (segall. 1996 : 335-340 ; Chen. 2009 : 1-2) 
                              (7) 
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เมื่อ     คือ เวกเตอร์ p x 1 และค านวณคา่ได้ดงัสมการ 8 

                                         (8) 

เมื่อ         คือ เมทริกซ์ p x p เป็นคา่ของอนุพันธ์อันดบัสองของฟังก์ชั่นความน่าจะเป็นของ      
และ      มีสูตรค านวณดังสมการ 9 

     

 
 
 
 
 
 
 
     
    

     
      

     
      

     
      

     
    

     
      

                        
     
      

     
      

     
     

 
 
 
 
 
 

           (9) 

และ             เป็นค่าของอนุพันธ์อนัดับหนึง่ของฟังก์ชั่นความน่าจะเปน็ของ     มีสูตรค านวณ 

ดังสมการ 10 

 
           

 
 
 
 
 
 
 
   
        

 
   
        
 

 
   
         

 
 
 
 
 

                  (10) 

 4. วิธีการประมาณค่าแบบก าลังสองน้อยที่สุด (Least Squares Estimation) วิธีการนี้พบไดไ้มบ่่อย
นักในการประมาณค่าพารามิเตอร์ของ MIRT แต่ก็เป็นวิธีที่ใช้ในโปรแกรม NOHARM มีสูตรค านวณ 
ดังสมการ 11 (Reckase. 2009 : 147-148) 

                         
  

            (11) 
เมื่อ      คือ ผลรวมของความแตกต่างยกก าลังของแต่ละเวกเตอร์   
                คือ คะแนนทีไ่ด้จากข้อสอบข้อที่ i (มีค่าเป็น 0 และ 1) 

การคัดเลือกข้อสอบ (Item Selection) 
 เป็นการระบุการเลือกข้อสอบจากคลังข้อสอบเพื่อให้ผู้เข้าสอบได้ตอบข้อสอบ ซึ่งโดยหลักการการ
คัดเลือกข้อสอบมีเป้าหมายเพื่อลดความแปรปรวนของเวกเตอร์ความสามารถแบบพหุมิตชิั่วคราว (Frey and 
Seitz. 2009 : 90) และวิธีการคัดเลือกข้อสอบที่ใช้กับแกนหลักของการทดสอบแบบปรับเหมาะด้วย
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  4. วิธีการประมาณคาแบบกําลังสองนอยที่สุด (Least Squares Estimation) วิธีการ
น้ีพบไดไมบอยนักในการประมาณคาพารามิเตอรของ MIRT แตก็เปนวิธีที่ใชในโปรแกรม 
NOHARM มีสูตรคํานวณ  ดังสมการ 11 (Reckase. 2009 : 147-148)  
 

   


n
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เมื่อ  SS  คือ  ผลรวมของความแตกตางยกกําลงัของแตละเวกเตอร  
 i    คือ  คะแนนที่ไดจากขอสอบขอที ่i (มีคาเปน 0 และ 1)  

 
การคัดเลือกขอสอบ (Item Selection)  
 เปนการระบุการเลือกขอสอบจากคลังขอสอบเพื่อใหผูเขาสอบไดตอบขอสอบ ซึ่งโดย
หลักการการคัดเลือกขอสอบมีเปาหมายเพ่ือลดความแปรปรวนของเวกเตอรความสามารถแบบ  
พหุมิติช่ัวคราว (Frey and Seitz. 2009 : 90) และวิธีการคัดเลือกขอสอบที่ใชกับแกนหลักของ
การทดสอบแบบปรับเหมาะดวย คอมพิวเตอรแบบพหุมิติเกือบทั้งหมดอาศัยความนาจะเปนสูงสุด

หรือตํ่าสุดจากการประมาณคาความสามารถ   และมีวิธีการคัดเลือกขอสอบอยูหลากหลายวิธี 
แตละวิธีสามารถใชรวมกันกับวิธีการประมาณคาทุกแบบ และยังสามารถใชวิธีการคัดเลือกขอสอบ
หลายวิธีรวมกันไดอีกดวย (Reckase. 2009 : 327) แตในการนําเสนอวิธีการคัดเลือกขอสอบใน
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 4. วิธีการประมาณค่าแบบก าลังสองน้อยที่สุด (Least Squares Estimation) วิธีการนี้พบไดไ้มบ่่อย
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ดังสมการ 11 (Reckase. 2009 : 147-148) 
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ก า ร วั ด ผ ล ก า ร ศึ ก ษ า ม ห า วิ ท ย า ลั ย ม ห า ส า ร ค า ม คณะศึกษาศาสตร์ มหาวิทยาลัยมหาสารคาม
ปีที่ 20 ฉบับที่ 2 : ธันวาคม พ.ศ. 255728 29
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 L   คือ  ฟงกช่ันความนาจะเปนของเซตการตอบขอสอบจาก MCAT  
 
  เน่ืองจากแตละองคประกอบของเมทริกซ          มาจากระดับขอสอบจึงสามารถ
กําหนด เมทริกซสารเทศของขอสอบไดดวย ),( iuI   ดังสมการ 13, 14 และ 15 (Segall. 1996 : 

337)  
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คอมพิวเตอร์แบบพหุมิติเกือบทั้งหมดอาศัยความนา่จะเปน็สูงสดุหรือต่ าสุดจากการประมาณค่าความสามารถ 
  และมีวิธีการคัดเลือกข้อสอบอยู่หลากหลายวิธี  แตล่ะวิธสีามารถใช้ร่วมกันกับวิธีการประมาณค่าทุกแบบ 
และยังสามารถใช้วิธีการคัดเลือกข้อสอบหลายวิธีร่วมกันได้อีกด้วย (Reckase. 2009 : 327) แต่ในการน าเสนอ
วิธีการคัดเลือกข้อสอบในบทความนี้ จะน าเสนอเพียง 3 วิธี คือ Maximize the Determinant of the Fisher 
Information Matrix, Largest Decrement in the Volume of the Bayesian Credibility Ellipsoid และ 
Maximize Kullback-Leibler Information ดังนี ้

 1. Maximize the Determinant of the Fisher Information Matrix 
 การคัดเลือกข้อสอบด้วยเมทริกซ์สารสนเทศของฟิชเชอร์ อยู่ภายใต้เงื่อนไขที่ว่าการแจกแจง
ความสามารถที่ประมาณค่าเปน็ค่าความสามารถจริงที่มีการแจกแจงแบบปกติหลายตัวแปรจากเมทริกซ์ 
ความแปรปรวนความแปรปรวนร่วม (Variance–Covariance Matrix) ที่เก่ียวข้องกับเมทริกซ์สารสนเทศของ
ฟิชเชอร์ (Fisher Information Matrix) (Frey and Seitz. 2009 : 90 ; Reckase. 2009 : 330) ในโครงสรา้งของ 
MIRT สามารถมองเมทริกซ์สารสนเทศของฟิชเชอร์เป็นเหมือนการวัดปริมาณของสารสนเทศการตอบสนองของ
ข้อสอบและน าเสนอเกี่ยวกับความสามารถภายหลังการตอบข้อสอบข้อนั้นแล้ว () ในทางคณติศาสตร์ค่า
ความคาดหวังของอนุพันธท์ี่สองของความน่าจะเป็นลอกลิฮู้ด L ที่เก่ียวข้องกับความสามารถจะมีค่าเป็นลบ 
(Frey and Seitz. 2009 : 90) สามารถแสดงในวิธีการท างานแบบพหุมิติ ที่น าเสนอโดย Segall ในปี 1996  
ได้ดังสมการ 12 (Frey and Seitz. 2009 : 90 ; Reckase. 2009 : 330 ; Segall. 1996 : 336) 
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เมื่อ    คือ ความสามารถจริงของผู้สอบ  
       คือ ค่าประมาณจากความนา่จะเป็นสูงสุด 
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  L   คือ ฟังก์ชั่นความน่าจะเป็นของเซตการตอบข้อสอบจาก MCAT  

เนื่องจากแต่ละองค์ประกอบของเมทริกซ์        มาจากระดับข้อสอบจึงสามารถก าหนด 
เมทริกซ์สารเทศของข้อสอบได้ด้วย        ดังสมการ 13, 14 และ 15 (Segall. 1996 : 337) 
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และ 

         
           

    
 

                            (15) 

 ด้วยลักษณะเฉพาะของเมทริกซ์ความแปรปรวนความแปรปรวนร่วมที่ใช้ในการประมาณค่าภายหลัง
การสอบข้อสอบข้อที่ k จากแบบทดสอบแบบปรับเหมาะ    เป็นค่าประมาณจากส่วนกลบัของเมทริกซ์
สารสนเทศ มสีูตรค านวณดังสมการ 16 (Segall. 1996 : 338) 

              
                          (16)  

และ         เป็นการประมาณค่าของเมทริกซ์ความแปรปรวนร่วมชั่วคราวของข้อสอบข้อที่ k รวมกับ 
ข้อสอบข้อที่ k+1 มีสูตรค านวณดังสมการ 17 (Segall. 1996 : 338) 

                              
  

       (17) 
 เกณฑ์การเลือกข้อสอบที่เสนอโดย Segall (1996) จะขึน้อยู่กับความสัมพันธ์ระหว่าง 
เมทริกซ์สารสนเทศของฟิชเชอร์กับบริเวณความเชื่อมั่นที่ครอบคลุมการประมาณคา่ความสามารถที่ก าหนดโดย 
Anderson (1984) และAnderson พบว่ามีความเท่าเทียมกบัช่วงความเชื่อมัน่ที่ครอบคลุมการประมาณค่า
ความสามารถจากต าแหนง่อ้างอิงจากรูปทรงรีในพหุพื้นที่ และปริมาณของรูปทรงรีนี้ก็คือ ฟังกช์ั่น     และ 
Segall (1996) แสดงให้เห็นว่าเมื่อ    มีค่ามากที่สุดแล้วปริมาณของช่วงความเชื่อมั่นของการประมาณค่า
ความสามารถบริเวณรูปทรงรีจะมีขนาดเล็กทีสุ่ด 
 สมการ 18 เป็นดีเทอร์มิแนนท์ของเมทริกซ์เทอมทางด้านซ้ายมอืคือเมทริกซ์สารสนเทศของข้อสอบ
ที่ได้ทดสอบไปแล้วด้วยข้อสอบข้อที่ k ส่วนเทอมทางด้านขวาเป็นเมทริกซ์สารเทศของข้อสอบข้อที่จะถูก
น าไปใชส้อบข้อต่อไป กระบวนการคัดเลือกข้อสอบที่จะน าไปสอบข้อถัดไปด าเนนิการโดยการระบุว่าข้อสอบ
ข้อใดจะมีเมทริกซ์สารสนเทศสูงสุดเมื่อรวมกับเมทริกซ์สารสนเทศของข้อสอบข้อที่ผ่านมา โดยจะสรุปจาก
ผลรวมของการดีเทอร์มิแนนท์ทีม่ีค่ามากที่สุด 

                                         (18) 

 2. Largest Decrement in the Volume of the Bayesian Credibility Ellipsoid 

 วิธีการประมาณคา่แบบเบส์ที่น าเสนอโดย Segall (1996 : 338-342, 2000 : 61-72, 2010 :  
65-74) น าไปสู่การคัดเลือกข้อสอบที่จะลดปริมาณของข้อสอบได้อย่างมาก (Frey and Seitz. 2009 : 90 ; 
Reckase. 2009 : 331-332) ด้วยการเลือกข้อสอบที่มีค่าเมทริกซ์สารสนเทศภายหลงัสูงสุด         โดยใช้
ข้อมูลจาก 3 แหล่ง คือ อินเวอร์สของเมทริกซ์ความแปรปรวนรว่มที่เกิดขึ้นก่อน (Inverse Prior Covariance 
Matrix:    ) ,  ผลรวมของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่ผ่านมา (     ) และเมทริกซ์    
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คอมพิวเตอร์แบบพหุมิติเกือบทั้งหมดอาศัยความนา่จะเปน็สูงสดุหรือต่ าสุดจากการประมาณค่าความสามารถ 
  และมีวิธีการคัดเลือกข้อสอบอยู่หลากหลายวิธี  แตล่ะวิธสีามารถใช้ร่วมกันกับวิธีการประมาณค่าทุกแบบ 
และยังสามารถใช้วิธีการคัดเลือกข้อสอบหลายวิธีร่วมกันได้อีกด้วย (Reckase. 2009 : 327) แต่ในการน าเสนอ
วิธีการคัดเลือกข้อสอบในบทความนี้ จะน าเสนอเพียง 3 วิธี คือ Maximize the Determinant of the Fisher 
Information Matrix, Largest Decrement in the Volume of the Bayesian Credibility Ellipsoid และ 
Maximize Kullback-Leibler Information ดังนี ้

 1. Maximize the Determinant of the Fisher Information Matrix 
 การคัดเลือกข้อสอบด้วยเมทริกซ์สารสนเทศของฟิชเชอร์ อยู่ภายใต้เงื่อนไขที่ว่าการแจกแจง
ความสามารถที่ประมาณค่าเปน็ค่าความสามารถจริงที่มีการแจกแจงแบบปกติหลายตัวแปรจากเมทริกซ์ 
ความแปรปรวนความแปรปรวนร่วม (Variance–Covariance Matrix) ที่เก่ียวข้องกับเมทริกซ์สารสนเทศของ
ฟิชเชอร์ (Fisher Information Matrix) (Frey and Seitz. 2009 : 90 ; Reckase. 2009 : 330) ในโครงสร้างของ 
MIRT สามารถมองเมทริกซ์สารสนเทศของฟิชเชอร์เป็นเหมือนการวัดปริมาณของสารสนเทศการตอบสนองของ
ข้อสอบและน าเสนอเกี่ยวกับความสามารถภายหลังการตอบข้อสอบข้อนั้นแล้ว () ในทางคณติศาสตร์ค่า
ความคาดหวังของอนุพันธท์ี่สองของความน่าจะเป็นลอกลิฮู้ด L ที่เก่ียวข้องกับความสามารถจะมีค่าเป็นลบ 
(Frey and Seitz. 2009 : 90) สามารถแสดงในวิธีการท างานแบบพหุมิติ ที่น าเสนอโดย Segall ในปี 1996  
ได้ดังสมการ 12 (Frey and Seitz. 2009 : 90 ; Reckase. 2009 : 330 ; Segall. 1996 : 336) 

          -   
    

      
              (12) 

เมื่อ    คือ ความสามารถจริงของผู้สอบ  
       คือ ค่าประมาณจากความนา่จะเป็นสูงสุด 
      คือ องค์ประกอบของเวกเตอร์ความสามารถ ( vecter) ล าดบัที่ r 
      คือ องค์ประกอบของเวกเตอร์ความสามารถ ( vecter) ล าดบัที่ s  
  L   คือ ฟังก์ชั่นความน่าจะเป็นของเซตการตอบข้อสอบจาก MCAT  

เนื่องจากแต่ละองค์ประกอบของเมทริกซ์        มาจากระดับข้อสอบจึงสามารถก าหนด 
เมทริกซ์สารเทศของข้อสอบได้ด้วย        ดังสมการ 13, 14 และ 15 (Segall. 1996 : 337) 

         
           

 

          
             (13) 

และ  

         
                      

          
           (14) 
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คอมพิวเตอร์แบบพหุมิติเกือบทั้งหมดอาศัยความนา่จะเปน็สูงสดุหรือต่ าสุดจากการประมาณค่าความสามารถ 
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MIRT สามารถมองเมทริกซ์สารสนเทศของฟิชเชอร์เป็นเหมือนการวัดปริมาณของสารสนเทศการตอบสนองของ
ข้อสอบและน าเสนอเกี่ยวกับความสามารถภายหลังการตอบข้อสอบข้อนั้นแล้ว () ในทางคณติศาสตร์ค่า
ความคาดหวังของอนุพันธท์ี่สองของความน่าจะเป็นลอกลิฮู้ด L ที่เก่ียวข้องกับความสามารถจะมีค่าเป็นลบ 
(Frey and Seitz. 2009 : 90) สามารถแสดงในวิธีการท างานแบบพหุมิติ ที่น าเสนอโดย Segall ในปี 1996  
ได้ดังสมการ 12 (Frey and Seitz. 2009 : 90 ; Reckase. 2009 : 330 ; Segall. 1996 : 336) 

          -   
    

      
              (12) 

เมื่อ    คือ ความสามารถจริงของผู้สอบ  
       คือ ค่าประมาณจากความนา่จะเป็นสูงสุด 
      คือ องค์ประกอบของเวกเตอร์ความสามารถ ( vecter) ล าดบัที่ r 
      คือ องค์ประกอบของเวกเตอร์ความสามารถ ( vecter) ล าดบัที่ s  
  L   คือ ฟังก์ชั่นความน่าจะเป็นของเซตการตอบข้อสอบจาก MCAT  

เนื่องจากแต่ละองค์ประกอบของเมทริกซ์        มาจากระดับข้อสอบจึงสามารถก าหนด 
เมทริกซ์สารเทศของข้อสอบได้ด้วย        ดังสมการ 13, 14 และ 15 (Segall. 1996 : 337) 

         
           

 

          
             (13) 

และ  

         
                      

          
           (14) 



ก า ร วั ด ผ ล ก า ร ศึ ก ษ า ม ห า วิ ท ย า ลั ย ม ห า ส า ร ค า ม คณะศึกษาศาสตร์ มหาวิทยาลัยมหาสารคาม
ปีที่ 20 ฉบับที่ 2 : ธันวาคม พ.ศ. 255730 31

   ดวยลักษณะเฉพาะของเมทริกซความแปรปรวนความแปรปรวนรวมที่ใชในการ

ประมาณคาภายหลังการสอบขอสอบขอที่ k จากแบบทดสอบแบบปรับเหมาะ k เปนคาประมาณ
จากสวนกลับของเมทริกซสารสนเทศ มีสูตรคํานวณดังสมการ 16 (Segall. 1996 : 338)  
 
               (16)  
 

และk+(k+1) เปนการประมาณคาของเมทริกซความแปรปรวนรวมช่ัวคราวของขอสอบขอที ่k รวม
กับ ขอสอบขอที ่k+1 มีสูตรคํานวณดังสมการ 17 (Segall. 1996 : 338)  
 
               (17)  
 
   เกณฑการเลือกขอสอบที่เสนอโดย Segall (1996) จะข้ึนอยูกับความสัมพันธ
ระหวางเมทริกซสารสนเทศของฟชเชอรกับบริเวณความเช่ือมั่นที่ครอบคลุมการประมาณคา
ความสามารถที่กําหนดโดย Anderson (1984) และAnderson พบวามีความเทาเทียมกับชวง
ความเช่ือมั่นที่ครอบคลุมการประมาณคาความสามารถจากตําแหนงอางอิงจากรูปทรงรีในพหุพืน้ที ่

และปริมาณของรูปทรงรีน้ีก็คือ ฟงกช่ัน k และ Segall (1996) แสดงใหเห็นวาเมื่อ k มีคามาก
ที่สุดแลวปริมาณของชวงความเช่ือมั่นของการประมาณคาความสามารถบริเวณรูปทรงรีจะมีขนาด
เล็กที่สุด  
   สมการ 18 เปนดีเทอรมิแนนทของเมทริกซเทอมทางดานซายมือคือเมทริกซ
สารสนเทศของขอสอบที่ไดทดสอบไปแลวดวยขอสอบขอที่ k สวนเทอมทางดานขวาเปนเมทริกซ
สารเทศของขอสอบขอที่จะถูกนําไปใชสอบขอตอไป กระบวนการคัดเลือกขอสอบที่จะนําไปสอบ
ขอถัดไปดาเนินการโดยการระบุวาขอสอบขอใดจะมีเมทริกซสารสนเทศสูงสุดเมื่อรวมกับเมทริกซ
สารสนเทศของขอสอบขอที่ผานมา โดยจะสรุปจากผลรวมของการดีเทอรมิแนนทที่มีคามากที่สุด  
 
               (18)  
 
  2. Largest Decrement in the Volume of the Bayesian Credibility 
Ellipsoid วิธีการประมาณคาแบบเบสที่นําเสนอโดย Segall (1996 : 338-342, 2000 : 61-72, 
2010 : 65-74) นําไปสูการคัดเลือกขอสอบที่จะลดปริมาณของขอสอบไดอยางมาก (Frey and 
Seitz. 2009 : 90 ; Reckase. 2009 : 331-332) ดวยการเลือกขอสอบที่มีคาเมทริกซสารสนเทศ

ภายหลังสูงสุด 
1/ ksiI  โดยใชขอมูลจาก 3 แหลง คือ อินเวอรสของเมทริกซความแปรปรวนรวมที่

เกิดข้ึนกอน (Inverse Prior Covariance Matrix :-1 ) , ผลรวมของเมทริกซ W ที่ไดมาจาก
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และ 

         
           

    
 

                            (15) 

 ด้วยลักษณะเฉพาะของเมทริกซ์ความแปรปรวนความแปรปรวนร่วมที่ใช้ในการประมาณค่าภายหลัง
การสอบข้อสอบข้อที่ k จากแบบทดสอบแบบปรับเหมาะ    เป็นค่าประมาณจากส่วนกลบัของเมทริกซ์
สารสนเทศ มสีูตรค านวณดังสมการ 16 (Segall. 1996 : 338) 

              
                          (16)  

และ         เป็นการประมาณค่าของเมทริกซ์ความแปรปรวนร่วมชั่วคราวของข้อสอบข้อที่ k รวมกับ 
ข้อสอบข้อที่ k+1 มีสูตรค านวณดังสมการ 17 (Segall. 1996 : 338) 

                              
  

       (17) 
 เกณฑ์การเลือกข้อสอบที่เสนอโดย Segall (1996) จะขึน้อยู่กับความสัมพันธ์ระหว่าง 
เมทริกซ์สารสนเทศของฟิชเชอร์กับบริเวณความเชื่อมั่นที่ครอบคลุมการประมาณคา่ความสามารถที่ก าหนดโดย 
Anderson (1984) และAnderson พบว่ามีความเท่าเทียมกบัช่วงความเชื่อมัน่ที่ครอบคลุมการประมาณค่า
ความสามารถจากต าแหนง่อ้างอิงจากรูปทรงรีในพหุพื้นที่ และปริมาณของรูปทรงรีนี้ก็คือ ฟังกช์ั่น     และ 
Segall (1996) แสดงให้เห็นว่าเมื่อ    มีค่ามากที่สุดแล้วปริมาณของช่วงความเชื่อมั่นของการประมาณค่า
ความสามารถบริเวณรูปทรงรีจะมีขนาดเล็กทีสุ่ด 
 สมการ 18 เป็นดีเทอร์มิแนนท์ของเมทริกซ์เทอมทางด้านซ้ายมอืคือเมทริกซ์สารสนเทศของข้อสอบ
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ผลรวมของการดีเทอร์มิแนนท์ทีม่ีค่ามากที่สุด 
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ขอสอบขอที่ผานมา (
1ksW ) และเมทริกซ W ที่ไดมาจากขอสอบขอที่จะถูกนํามาใชสอบขอตอไป 

มีสูตรคํานวณดังสมการ 19  
 

    
1/ ksiI -1 +

1ksW + Wi     (19)  

 
   ในการประมาณคาความสามารถช่ัวคราวของ     (เมื่อ k=0) ดวยการกําหนดเซต
ของคาเฉลี่ยของการแจกแจงความสามารถเบื้องตน และโดยทั่วไปมักจะกําหนดใหมีคาเทากับ 0 
   ข้ันตอนแรกตองดําเนินการคํานวณหาคาอินเวอรสของเมทริกซความแปรปรวน

รวมที่เกิดข้ึนกอน (-1 ) เน่ืองจากตองใชในข้ันตอนอื่น ๆ ที่จะดาเนินการตอไป  

   ข้ันตอนที่สองคํานวณหาคา 
1ksW จากสมการ 20  

 

     
 jsjs wW

kk 11        (20)  

 
เมื่อ jW ของขอสอบขอที่ j คํานวณไดจากสมการ 18 และผลรวมของเมทริกซ W ที่ไดมาจาก

ขอสอบขอที่ผานมา   jsj w
k 1 คํานวณจากขอสอบทุกขอที่ไดรับการเลือกมาแลว  

   ข้ันตอนที่สามคํานวณหาคาของเมทริกซ ที่ไดมาจากขอสอบขอที่จะถูกนํามาใช
สอบขอตอไป จากสมการที่ 21  
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   นอกจากน้ีในการคัดเลือกขอสอบขอแรกสามารถเลือกขอสอบที่มีคาเมทริกซ
สารสนเทศสูงสุด (Ii) จากสมการ 22 ดังน้ี (Segall. 2010 : 70)  
 

     Ii =  -1 + Wi      (22)  
 
  3. Maximize Kullback-Leibler Information  
   วิธีการ Posterior Expected Kullback–Leibler Information ถูกนําเสนอให
ใชในการคัดเลือกขอสอบในการทดสอบแบบปรับเหมาะที่เปนมิติเดียว Chang and Ying (1996) 

9 
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                                (19) 

 ในการประมาณคา่ความสามารถชั่วคราวของ     (เมื่อ k=0) ด้วยการก าหนดเซตของค่าเฉลี่ยของ
การแจกแจงความสามารถเบื้องต้น และโดยทั่วไปมักจะก าหนดให้มีค่าเท่ากับ 0   
 ขั้นตอนแรกต้องด าเนินการค านวณหาค่าอินเวอร์สของเมทริกซ์ความแปรปรวนร่วมที่เกิดขึ้นก่อน 
(   ) เนื่องจากต้องใช้ในขัน้ตอนอื่น ๆ ที่จะด าเนินการต่อไป 
 ขั้นตอนที่สองค านวณหาคา่       จากสมการ 20 
                          (20) 

เมื่อ    ของข้อสอบข้อที่ j ค านวณได้จากสมการ 18 และผลรวมของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่
ผ่านมา           ค านวณจากข้อสอบทุกข้อที่ได้รับการเลือกมาแล้ว  
 ขั้นตอนที่สามค านวณหาค่าของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่จะถูกน ามาใช้สอบข้อต่อไป 
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 นอกจากนี้ในการคัดเลือกข้อสอบข้อแรกสามารถเลือกข้อสอบที่มีค่าเมทริกซ์สารสนเทศสงูสุด (  ) 
จากสมการ 22 ดังนี้ (Segall. 2010 : 70) 
                         (22) 

 3. Maximize Kullback-Leibler Information  
 วิธีการ Posterior Expected Kullback–Leibler Information ถูกน าเสนอให้ใช้ในการคัดเลือก
ข้อสอบในการทดสอบแบบปรบัเหมาะที่เป็นมิติเดียว Chang and Ying (1996) และต่อมา Veldkamp and 
van der Linden (2002) ได้เสนอทางเลือกให้ใช้วิธีการ Posterior Expected Kullback–Leibler 
Information ในการคัดเลือกข้อสอบแบบปรับเหมาะพหุมิติ (MCAT) โดยมีเกณฑ์การคดัเลือกข้อสอบจาก
ระยะห่างของการกระจายของการตอบสนองจากข้อสอบข้อที่จะถูกเลือกให้ใช้ทดสอบข้อต่อไป เป็นต าแหน่งที่
ใช้ประมาณคา่ความสามารถของผู้สอบ    กับความสามารถที่แทจ้ริงของผู้สอบ   ด้วยการคาดหมายเอาจาก
การตอบข้อสอบ (Mulder, van der Linden. 2010 : 85 ; Reckase. 2009 : 334-335) กรณีข้อสอบ 1 ข้อ 
ค านวณได้ดังสมการ 23 และ 24 

                        
                   (23) 
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และตอมา Veldkamp and van der Linden (2002) ไดเสนอทางเลือกใหใชวิธีการ Posterior 
Expected Kullback–Leibler Information ในการคัดเลือกขอสอบแบบปรับเหมาะพหุมิติ 
(MCAT) โดยมีเกณฑการคัดเลือกขอสอบจากระยะหางของการกระจายของการตอบสนองจาก
ขอสอบขอที่จะถูกเลือกใหใชทดสอบขอตอไป เปนตําแหนงที่ใชประมาณคาความสามารถของ
ผูสอบ    กับความสามารถที่แทจริงของผูสอบ   ดวยการคาดหมายเอาจากการตอบขอสอบ 
(Mulder, van der Linden. 2010 : 85 ; Reckase. 2009 : 334-335) กรณีขอสอบ 1 ขอ 
คํานวณไดดังสมการ 23 และ 24  
 
               (23) 
 
 
               24)  
 
 
เมื่อ (*)iP   เปนความนาจะเปนในการตอบสนองขอสอบขอที ่i ไดถูกตอง  

 
     (*)1(*) ii PQ   

 
 (*)iU  เปนผลการตอบขอสอบขอที ่กรณีขอสอบ n ขอ คํานวณไดดังสมการ 25  

 
               (25)  
 
   สวนแนวทางในการคัดเลือกขอสอบที่แนะนําโดย Veldkamp and van der 
Linden (2002) คือ เลือกจากขอสอบที่มีคาสารสนเทศ KLจากการคาดหวังภายหลังสูงสุด 
(Maximizes the Posterior Expected Kullback–Leibler Information) ที่ถวงนาหนัก
สารสนเทศดวยฟงกช่ันความหนาแนนภายหลังจากการประมาณคาความสามารถ และ 
Veldkamp and van der Linden ใช Gauss–Hermite Quadrature ประเมินคาที่ไดจาก
สมการที่ 26 แตอยางก็ตามวิธีการ Quadrature วิธีอื่น ๆ ก็สามารถใชงานไดดีเชนกัน (Reckase. 
2009 : 335) มีสูตรคํานวณดังสมการ 26  
 
               (26)  
 
 

10 
 

 

                   
      
     

          
      
     

       (24) 

เมื่อ        เป็นความน่าจะเป็นในการตอบสนองข้อสอบข้อที่ i ได้ถูกต้อง  

                    
    เป็นผลการตอบข้อสอบข้อที่ กรณีข้อสอบ n ข้อ ค านวณได้ดังสมการ 25 

             
 
                (25) 

 ส่วนแนวทางในการคัดเลือกข้อสอบที่แนะน าโดย Veldkamp and van der Linden (2002) คือ 
เลือกจากข้อสอบที่มีค่าสารสนเทศ KLจากการคาดหวังภายหลงัสูงสุด (Maximizes the Posterior Expected 
Kullback–Leibler Information) ที่ถ่วงน้ าหนักสารสนเทศด้วยฟังก์ชั่นความหนาแน่นภายหลงัจากการ
ประมาณคา่ความสามารถ และ Veldkamp and van der Linden  ใช้ Gauss–Hermite Quadrature 
ประเมินค่าทีไ่ด้จากสมการที่ 26 แต่อย่างก็ตามวิธีการ Quadrature วิธีอื่น ๆ ก็สามารถใช้งานได้ดีเช่นกัน 
(Reckase. 2009 : 335) มีสูตรค านวณดังสมการ 26 

  
                                            (26) 

 

เมื่อ    
      คือ  สารสนเทศความคาดหวังภายหลังแบบเบส์  

            (Bayesian Posterior Expected Information) 
          คือ  ความสามารถทีป่ระมาณคา่หลังจากข้อสอบ 
            ข้อที่ k-1 สอบไปแล้ว 
               คือ  ความหนาแน่นภายหลังจากการสอบข้อสอบ 
               ข้อที่ k-1 ผ่านไปแลว้ 
 แต่อย่างไรก็ตามวิธีการนี้ค่อนขา้งจะมีความซับซ้อนและจากการทดลองใช้งานของ Reckase โดยใช้
โปรแกรม MATLAB ด้วยคุณลกัษณะแฝง 3 คุณลักษณะพบวา่การค านวณท าได้ชา้มาก (Reckase. 2009 : 
335)  
 
การยุติการทดสอบ (Test termination) 
 จุดสิ้นสดุการทดสอบ มีเกณฑ์ในการยุติการทดสอบที่น าเสนอหลากหลายเกณฑ์ เช่น หยุดเมือ่
จ านวนข้อสอบที่ทดสอบครบตามจ านวน หรือเมื่อการวัดมีความแม่นย าตามเกณฑ์ หรือใช้ทั้งสองเกณฑ์ร่วมกัน 
ในการศึกษาจากข้อมูลจ าลองส่วนใหญ่ การทดสอบแบบปรบัเหมาะแบบพหมุิติจะยุติการทดสอบภายหลังการสอบ
ครบตามจ านวนข้อสอบที่ก าหนดไว้ล่วงหน้า อย่างไรก็ตาม การก าหนดจ านวนข้อสอบที่ใช้ในการทดสอบเป็น
เกณฑ์การยุติการสอบจะสง่ผลตอ่ความแม่นย าในการประมาณค่าความสามารถที่มีความแปรปรวนระหว่าง
ผู้สอบสูงมาก   ผู้สอบบางคนมคีวามคลาดเคลื่อนมาตรฐานของการวัดจากหนึ่งมิติหรือมากกว่าจะมีขนาดใหญ่ 
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       (24) 

เมื่อ        เป็นความน่าจะเป็นในการตอบสนองข้อสอบข้อที่ i ได้ถูกต้อง  

                    
    เป็นผลการตอบข้อสอบข้อที่ กรณีข้อสอบ n ข้อ ค านวณได้ดังสมการ 25 

             
 
                (25) 

 ส่วนแนวทางในการคัดเลือกข้อสอบที่แนะน าโดย Veldkamp and van der Linden (2002) คือ 
เลือกจากข้อสอบที่มีค่าสารสนเทศ KLจากการคาดหวังภายหลงัสูงสุด (Maximizes the Posterior Expected 
Kullback–Leibler Information) ที่ถ่วงน้ าหนักสารสนเทศด้วยฟังก์ชั่นความหนาแน่นภายหลงัจากการ
ประมาณคา่ความสามารถ และ Veldkamp and van der Linden  ใช้ Gauss–Hermite Quadrature 
ประเมินค่าทีไ่ด้จากสมการที่ 26 แต่อย่างก็ตามวิธีการ Quadrature วิธีอื่น ๆ ก็สามารถใช้งานได้ดีเช่นกัน 
(Reckase. 2009 : 335) มีสูตรค านวณดังสมการ 26 

  
                                            (26) 

 

เมื่อ    
      คือ  สารสนเทศความคาดหวังภายหลังแบบเบส์  

            (Bayesian Posterior Expected Information) 
          คือ  ความสามารถทีป่ระมาณคา่หลังจากข้อสอบ 
            ข้อที่ k-1 สอบไปแล้ว 
               คือ  ความหนาแน่นภายหลังจากการสอบข้อสอบ 
               ข้อที่ k-1 ผ่านไปแลว้ 
 แต่อย่างไรก็ตามวิธีการนี้ค่อนขา้งจะมีความซับซ้อนและจากการทดลองใช้งานของ Reckase โดยใช้
โปรแกรม MATLAB ด้วยคุณลกัษณะแฝง 3 คุณลักษณะพบวา่การค านวณท าได้ชา้มาก (Reckase. 2009 : 
335)  
 
การยุติการทดสอบ (Test termination) 
 จุดสิ้นสดุการทดสอบ มีเกณฑ์ในการยุติการทดสอบที่น าเสนอหลากหลายเกณฑ์ เช่น หยุดเมือ่
จ านวนข้อสอบที่ทดสอบครบตามจ านวน หรือเมื่อการวัดมีความแม่นย าตามเกณฑ์ หรือใช้ทั้งสองเกณฑ์ร่วมกัน 
ในการศึกษาจากข้อมูลจ าลองส่วนใหญ่ การทดสอบแบบปรับเหมาะแบบพหมุิติจะยุติการทดสอบภายหลังการสอบ
ครบตามจ านวนข้อสอบที่ก าหนดไว้ล่วงหน้า อย่างไรก็ตาม การก าหนดจ านวนข้อสอบที่ใช้ในการทดสอบเป็น
เกณฑ์การยุติการสอบจะสง่ผลตอ่ความแม่นย าในการประมาณค่าความสามารถที่มีความแปรปรวนระหว่าง
ผู้สอบสูงมาก   ผู้สอบบางคนมคีวามคลาดเคลื่อนมาตรฐานของการวัดจากหนึ่งมิติหรือมากกว่าจะมีขนาดใหญ่ 
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       (24) 

เมื่อ        เป็นความน่าจะเป็นในการตอบสนองข้อสอบข้อที่ i ได้ถูกต้อง  

                    
    เป็นผลการตอบข้อสอบข้อที่ กรณีข้อสอบ n ข้อ ค านวณได้ดังสมการ 25 

             
 
                (25) 

 ส่วนแนวทางในการคัดเลือกข้อสอบที่แนะน าโดย Veldkamp and van der Linden (2002) คือ 
เลือกจากข้อสอบที่มีค่าสารสนเทศ KLจากการคาดหวังภายหลงัสูงสุด (Maximizes the Posterior Expected 
Kullback–Leibler Information) ที่ถ่วงน้ าหนักสารสนเทศด้วยฟังก์ชั่นความหนาแน่นภายหลงัจากการ
ประมาณคา่ความสามารถ และ Veldkamp and van der Linden  ใช้ Gauss–Hermite Quadrature 
ประเมินค่าทีไ่ด้จากสมการที่ 26 แต่อย่างก็ตามวิธีการ Quadrature วิธีอื่น ๆ ก็สามารถใช้งานได้ดีเช่นกัน 
(Reckase. 2009 : 335) มีสูตรค านวณดังสมการ 26 

  
                                            (26) 

 

เมื่อ    
      คือ  สารสนเทศความคาดหวังภายหลังแบบเบส์  

            (Bayesian Posterior Expected Information) 
          คือ  ความสามารถทีป่ระมาณคา่หลังจากข้อสอบ 
            ข้อที่ k-1 สอบไปแล้ว 
               คือ  ความหนาแน่นภายหลังจากการสอบข้อสอบ 
               ข้อที่ k-1 ผ่านไปแลว้ 
 แต่อย่างไรก็ตามวิธีการนี้ค่อนขา้งจะมีความซับซ้อนและจากการทดลองใช้งานของ Reckase โดยใช้
โปรแกรม MATLAB ด้วยคุณลกัษณะแฝง 3 คุณลักษณะพบวา่การค านวณท าได้ชา้มาก (Reckase. 2009 : 
335)  
 
การยุติการทดสอบ (Test termination) 
 จุดสิ้นสดุการทดสอบ มีเกณฑ์ในการยุติการทดสอบที่น าเสนอหลากหลายเกณฑ์ เช่น หยุดเมือ่
จ านวนข้อสอบที่ทดสอบครบตามจ านวน หรือเมื่อการวัดมีความแม่นย าตามเกณฑ์ หรือใช้ทั้งสองเกณฑ์ร่วมกัน 
ในการศึกษาจากข้อมูลจ าลองส่วนใหญ่ การทดสอบแบบปรบัเหมาะแบบพหมุิติจะยุติการทดสอบภายหลังการสอบ
ครบตามจ านวนข้อสอบที่ก าหนดไว้ล่วงหน้า อย่างไรก็ตาม การก าหนดจ านวนข้อสอบที่ใช้ในการทดสอบเป็น
เกณฑ์การยุติการสอบจะสง่ผลตอ่ความแม่นย าในการประมาณค่าความสามารถที่มีความแปรปรวนระหว่าง
ผู้สอบสูงมาก   ผู้สอบบางคนมคีวามคลาดเคลื่อนมาตรฐานของการวัดจากหนึ่งมิติหรือมากกว่าจะมีขนาดใหญ่ 
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ที่ได้มาจากข้อสอบข้อที่จะถูกน ามาใชส้อบข้อต่อไป มีสูตรค านวณดังสมการ 19  
                                (19) 

 ในการประมาณคา่ความสามารถชั่วคราวของ     (เมื่อ k=0) ด้วยการก าหนดเซตของค่าเฉลี่ยของ
การแจกแจงความสามารถเบื้องต้น และโดยทั่วไปมักจะก าหนดให้มีค่าเท่ากับ 0   
 ขั้นตอนแรกต้องด าเนินการค านวณหาค่าอินเวอร์สของเมทริกซ์ความแปรปรวนร่วมที่เกิดขึ้นก่อน 
(   ) เนื่องจากต้องใช้ในขัน้ตอนอื่น ๆ ที่จะด าเนินการต่อไป 
 ขั้นตอนที่สองค านวณหาคา่       จากสมการ 20 
                          (20) 

เมื่อ    ของข้อสอบข้อที่ j ค านวณได้จากสมการ 18 และผลรวมของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่
ผ่านมา           ค านวณจากข้อสอบทุกข้อที่ได้รับการเลือกมาแล้ว  
 ขั้นตอนที่สามค านวณหาค่าของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่จะถูกน ามาใช้สอบข้อต่อไป 
จากสมการที่ 21 

         
   

                (21) 

เมื่อ   
        

    
         

    
 
 

       

 นอกจากนี้ในการคัดเลือกข้อสอบข้อแรกสามารถเลือกข้อสอบที่มีค่าเมทริกซ์สารสนเทศสงูสุด (  ) 
จากสมการ 22 ดังนี้ (Segall. 2010 : 70) 
                         (22) 

 3. Maximize Kullback-Leibler Information  
 วิธีการ Posterior Expected Kullback–Leibler Information ถูกน าเสนอให้ใช้ในการคัดเลือก
ข้อสอบในการทดสอบแบบปรบัเหมาะที่เป็นมิติเดียว Chang and Ying (1996) และต่อมา Veldkamp and 
van der Linden (2002) ได้เสนอทางเลือกให้ใช้วิธีการ Posterior Expected Kullback–Leibler 
Information ในการคัดเลือกข้อสอบแบบปรับเหมาะพหุมิติ (MCAT) โดยมีเกณฑ์การคดัเลือกข้อสอบจาก
ระยะห่างของการกระจายของการตอบสนองจากข้อสอบข้อที่จะถูกเลือกให้ใช้ทดสอบข้อต่อไป เป็นต าแหน่งที่
ใช้ประมาณคา่ความสามารถของผู้สอบ    กับความสามารถที่แทจ้ริงของผู้สอบ   ด้วยการคาดหมายเอาจาก
การตอบข้อสอบ (Mulder, van der Linden. 2010 : 85 ; Reckase. 2009 : 334-335) กรณีข้อสอบ 1 ข้อ 
ค านวณได้ดังสมการ 23 และ 24 

                        
                   (23) 
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ที่ได้มาจากข้อสอบข้อที่จะถูกน ามาใชส้อบข้อต่อไป มีสูตรค านวณดังสมการ 19  
                                (19) 

 ในการประมาณคา่ความสามารถชั่วคราวของ     (เมื่อ k=0) ด้วยการก าหนดเซตของค่าเฉลี่ยของ
การแจกแจงความสามารถเบื้องต้น และโดยทั่วไปมักจะก าหนดให้มีค่าเท่ากับ 0   
 ขั้นตอนแรกต้องด าเนินการค านวณหาค่าอินเวอร์สของเมทริกซ์ความแปรปรวนร่วมที่เกิดขึ้นก่อน 
(   ) เนื่องจากต้องใช้ในขัน้ตอนอื่น ๆ ที่จะด าเนินการต่อไป 
 ขั้นตอนที่สองค านวณหาคา่       จากสมการ 20 
                          (20) 

เมื่อ    ของข้อสอบข้อที่ j ค านวณได้จากสมการ 18 และผลรวมของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่
ผ่านมา           ค านวณจากข้อสอบทุกข้อที่ได้รับการเลือกมาแล้ว  
 ขั้นตอนที่สามค านวณหาค่าของเมทริกซ์   ที่ได้มาจากข้อสอบข้อที่จะถูกน ามาใช้สอบข้อต่อไป 
จากสมการที่ 21 

         
   

                (21) 

เมื่อ   
        

    
         

    
 
 

       

 นอกจากนี้ในการคัดเลือกข้อสอบข้อแรกสามารถเลือกข้อสอบที่มีค่าเมทริกซ์สารสนเทศสงูสุด (  ) 
จากสมการ 22 ดังนี้ (Segall. 2010 : 70) 
                         (22) 

 3. Maximize Kullback-Leibler Information  
 วิธีการ Posterior Expected Kullback–Leibler Information ถูกน าเสนอให้ใช้ในการคัดเลือก
ข้อสอบในการทดสอบแบบปรบัเหมาะที่เป็นมิติเดียว Chang and Ying (1996) และต่อมา Veldkamp and 
van der Linden (2002) ได้เสนอทางเลือกให้ใช้วิธีการ Posterior Expected Kullback–Leibler 
Information ในการคัดเลือกข้อสอบแบบปรับเหมาะพหุมิติ (MCAT) โดยมีเกณฑ์การคดัเลือกข้อสอบจาก
ระยะห่างของการกระจายของการตอบสนองจากข้อสอบข้อที่จะถูกเลือกให้ใช้ทดสอบข้อต่อไป เป็นต าแหน่งที่
ใช้ประมาณคา่ความสามารถของผู้สอบ    กับความสามารถที่แทจ้ริงของผู้สอบ   ด้วยการคาดหมายเอาจาก
การตอบข้อสอบ (Mulder, van der Linden. 2010 : 85 ; Reckase. 2009 : 334-335) กรณีข้อสอบ 1 ข้อ 
ค านวณได้ดังสมการ 23 และ 24 

                        
                   (23) 
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เมื่อ  B
iK   คือ  สารสนเทศความคาดหวังภายหลงัแบบเบส  

      (Bayesian Posterior Expected Information)  
    คือ  ความสามารถทีป่ระมาณคาหลงัจากขอสอบ ขอที ่k-1 สอบไปแลว  
   ),.../( 11 kuuf   คือ  ความหนาแนนภายหลังจากการสอบขอสอบ ขอที่ k-1 ผานไปแลว  

 
   แตอยางไรก็ตามวิธีการน้ีคอนขางจะมีความซับซอนและจากการทดลองใชงาน
ของ Reckase โดยใชโปรแกรม MATLAB ดวยคุณลักษณะแฝง 3 คุณลักษณะพบวาการคํานวณ
ทําไดชามาก (Reckase. 2009 : 335)  
 
การยุติการทดสอบ (Test termination)  
 จุดสิ้นสุดการทดสอบ มีเกณฑในการยุติการทดสอบที่นําเสนอหลากหลายเกณฑ เชน 
หยุดเมื่อจํานวนขอสอบที่ทดสอบครบตามจํานวน หรือเมื่อการวัดมีความแมนยาตามเกณฑ หรือใช
ทั้งสองเกณฑรวมกัน ในการศึกษาจากขอมูลจาลองสวนใหญ การทดสอบแบบปรับเหมาะแบบพหุ
มิติจะยุติการทดสอบภายหลังการสอบครบตามจํานวนขอสอบที่กําหนดไวลวงหนา อยางไรก็ตาม 
การกําหนดจํานวนขอสอบที่ใชในการทดสอบเปนเกณฑการยุติการสอบจะสงผลตอความแมนยาใน
การประมาณคาความสามารถที่มีความแปรปรวนระหวางผูสอบสูงมาก ผูสอบบางคนมีความ
คลาดเคลื่อนมาตรฐานของการวัดจากหน่ึงมิติหรือมากกวาจะมีขนาดใหญ ในขณะที่คนอื่นจะมี
ขนาดเล็กกวามาก และความแมนยําในการประมาณคาความสามารถยังข้ึนอยูกับการตอบขอสอบ
และคุณลักษณะของคลังขอสอบ (Frey and Seitz. 2009 : 91)  
 การยุติการทดสอบจากความแมนยําในการวัดเปนทางเลือกหน่ึงที่สามารถใชเปนเกณฑ
การยุติ การทดสอบได เชน ในกระบวนการทดสอบแบบปรับเหมาะดวยคอมพิวเตอรแบบพหุมิติ
ของ Segall (1996) การทดสอบดาเนินการตอไปเรื่อย ๆ จนกวาคาความคลาดเคลื่อนมาตรฐาน
จะตกอยูในชวงความเช่ือถือได (ตํ่ากวาคาที่กําหนดไว) การกําหนดเกณฑวิธีน้ีเปนที่ยอมรับของคน
ทั่วไปที่สามารถดําเนินการไดอยางเหมาะสม การใชความแมนยําในการวัดเปนเกณฑในการยุติการ
ทดสอบจะมีประสิทธิภาพหรือไมข้ึนอยูกับคุณลักษณะของคลังขอสอบที่ นํามาใชงานดวย ถา
องคประกอบของความสามารถของผูสอบตกอยูในขอบเขตภายใตพื้นที่หลายพื้นที่และวัดดวย
ขอสอบจํานวนมากกวาหน่ึงขอที่เปนตัวแทนของเน้ือหาสาระ จะทําใหแบบทดสอบน้ันมีความยาว
มาก ดังน้ันการใชการทดสอบแบบปรับเหมาะดวยคอมพิวเตอรแบบพหุมิติจึงเปนการรวมเอาการ
วัดที่มีความแมนยําและจํานวนขอสอบที่มีมากขอในกรณีที่บรรลุถึงระดับความแมนยําที่ต้ังเอาไวชา 
และบางครั้งก็จะมีจํานวนขอสอบนอยมากในกรณีที่บรรลุถึงระดับความแมนยําที่ต้ังเอาไวรวดเร็ว 
(Frey and Seitz. 2009 : 91)  
 นอกจากน้ีการทําขอตกลงรวมกันกับผูสอบและผูมีสวนเกี่ยวของ ก็สามารถใชเปนเกณฑ
ในการยุติการทดสอบไดเชนกัน แมวาการใชเกณฑการยุติทดสอบดวยการบรรยายจะไมไดรับความ
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มั่นใจจากผูสอบทุกคนที่จาเปนตองใชเวลาเทากันในการทาแบบทดสอบ เน่ืองจากสภาพความเปน
จริงแบบทดสอบสวนมากใชเวลาในการทดสอบแตกตางกัน และผูสอบมีความเร็วในการตอบคา
ถามแตกตางกัน โดยขอเท็จจริงแลวเวลาในการทดสอบมีความแตกตางกันมากระหวางผูสอบ 
ดังน้ัน ในการประยุกตใชงานในอนาคตประเด็นเวลาสูงสุดที่ใชในการทดสอบจะนํามาเพิ่มเปน
เกณฑในการยุติการทดสอบดวย (Frey and Seitz. 2009 : 91)  
 
สรุป  
 การทดสอบแบบปรับเหมาะแบบพหุมิติ (MCAT) มีองคประกอบที่คลายกันกับการ
ทดสอบแบบ ปรับเหมาะกับความสามารถของผูสอบ (CAT) ที่มีองคประกอบสําคัญ เชน โมเดลอยู
ภายใตทฤษฎีตอบสนองขอสอบแบบพหุมิติ มีการพัฒนาคลังขอสอบที่มีขอสอบจํานวนมาก
ครอบคลุมเน้ือหาที่ตองการวัด มีการประมาณคาความสามารถของผูสอบ มีการคัดเลือกขอสอบ 
และมีเกณฑยุติการสอบ แตสิ่งที่แตกตางกันคือ ขอสอบแตละขอของ MCAT จะสามารถวัด
ความสามารถของผูสอบไดหลายอยางในขณะที่ CAT ขอสอบ แตละขอวัดความสามารถของผูสอบ
เพียงดานเดียว จึงทําใหการทดสอบแบบ MCAT ใหสารสนเทศไดมากกวาการทดสอบแบบ CAT 
เมื่อใชขอสอบจํานวนที่มีความยาวของแบบทดสอบเทากัน  
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