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Abstract

The purposes of the research are 1) to study the sampling techniques for
learning in multiclass imbalanced datasets and  2) to compare the efficiency of
the sampling techniques for learning in multiclass imbalanced datasets. The WEKA
program is used to adjust the balance by the techniques of Over-sampling, Under-
sampling and SMOTE. The prediction models are assessed by the techniques of

Decision Tree and Random Forest to compare the highest forecasting result.
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The results of the research indicate that the datasets balanced by Over-
sampling and compared by Decision Tree and Random Forest techniques show that
Random Forest is the most efficient with accuracy 67.17 %, precision 0.66 %, recall
0.67 % and F-measure 0.66 %.

Keywords: Imbalance Data, Data Classification, Prediction Model
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wAllA SMOTE (Synthetic Minority Over-sampling Technique) 2) inatia ROS (Random
over Sampling) Wag 3) mAlA RUS (Random under Sampling) (Raisul Islam Rashu,
Naheena Haq and Rashedur M Rahman, 2014: 14) ldonainualee L%ﬂﬁﬂﬁ%’ﬁauiuaz
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2561 $1Uan 2,005 918015 Usenouse e a1913w1 auaNnsafivay Hanisiieulade
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nazviin1suUstasdieya (Discretization) ilelasundastoyalieglurisiidmuadadunis
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2) msvfuawaunavesyateyadiliauna Mewaia Over sampling nAdla
Under sampling waginaila SMOTE Taglalusinsa WEKA

3) nsailuwanginsaluasnisussdiulimaneinsalieBninAnwimiegsianie
wadiamsgusiognaFeuduuyadoyatiiaugauuumansnaa msaslunanaznisusiiu
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1) namsUsumuagavesyadeyatilsianga andeyatinun taevhnsdiudoys
oentdu 4 ga Amuadu D1 Aedeyaiiliusuanuliauna D2 Aeyndeyafiusunialyl
augaseimalla Over sampling D3 Aeyadoyaiiuiuauliaunademaila Under
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o 1 [

wmAda SMOTE USusmnsnimessad weka filters.supervised.instance.SMOTE -C 2 -K 5 -
P 100.0 -5 1

uiazaaaazddiuiusrenisvesteyafiunnsefudiunaraniniusadnig
AaUszma/senindssmatuldddausonisasdaiu suidedasmiesuaueana
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2) wansasrdlamaneinsaluaznisussiiulumangnsalondndndnwinig

ssnafemaiiansduiegaiouduuyateyailiaugauuuvatsaana lneteyaiinien
131 D1, D2, D3 uag D4 whMsTundeyamewmatiasulddndulasas weallausunoume
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MU sUSuaunavestayawdd memealiasulddnduliuazsmealinusunounalsa wWisuiey
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Fann5197l 6 il 3 waznnd 4
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] v a v s 1o =
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1 o DT 65.64 0.63 0.64 0.66
RF 62.44 0.60 0.60 0.62
DT 65.92 0.65 0.65 0.66
2 D2
RF 67.17 0.66 0.66 0.67
DT 64.43 0.63 0.63 0.64
3 D3
RF 62.68 0.62 0.61 0.63
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64.43% FRIRNARMATALIUABNNBLTAAIAINGNADY 62.68% KAN1THEINTRIVDILUAR
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flgn fo 65.79% esauNABIMATALTUNDNTBLTARANNFBY 64.35% LarNANTNEINTE]
voslunanyadoyadiliviuemliaugavesteyassnuinmaindulsifindulalirgnios
aufign Ao 65.64% sosamNABIATALTUABLNBLTARAINLYNHDY 62.44%
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