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Research Synthesis on Business Failure Prediction Models

วิชชกานต์ เมธาวิริยะกุล*

บทคัดย่อ

	 บทความนี้มีวัตถุประสงค์เพื่อสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะ

ความล้มเหลวของธุรกิจ ได้แก่ กลุ่มแบบจ�ำลองทางสถิติดั้งเดิม (Traditional Statistical 

Models) คือ (1) การวิเคราะห์จ�ำแนกประเภทหลายตัวแปร (Multivariate Discriminant 

Analysis: MDA) เป็นแบบจ�ำลองที่ใช้มากที่สุดในวรรณกรรมเก่ียวกับภาวะล้มละลาย 

(Bankruptcy Literature) (2) การวิเคราะห์จ�ำแนกประเภทก�ำลังสอง (Quadratic  

Discriminant Analysis: QDA) เป็นแบบจ�ำลองที่มีข้อจ�ำกัดในเรื่องสมมติฐานทางสถิติ

น้อยกว่า (3) แบบจ�ำลองโลจิท (Logit Model) หรือการวิเคราะห์ความถดถอยโลจิสติค 

(Logistic Regression Analysis) (4) แบบจ�ำลองโพบิท (Probit Model) ทั้ง 2 แบบจ�ำลอง

น�ำเสนอในรูปแบบของความน่าจะเป็น (Probabilistic Approach) ต่อมาคือกลุ่มแบบ

จ�ำลองการเรียนรู้ของเครื่องจักร (Machine Learning Models) คือ (5) ต้นไม้การตัดสิน

ใจ (Decision Tree: DT) (6) โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN 

หรือ NN) (7) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) ซึ่งเป็นแบบ

จ�ำลองสมัยใหม่ท่ีมีผลลัพธ์ในการพยากรณ์ที่ถูกต้องแม่นย�ำสูง และแบบจ�ำลองดังกล่าวไม่มี

ข้อจ�ำกัดเกี่ยวกับสมมติฐานทางสถิติเหมือนแบบจ�ำลองทางสถิติดั้งเดิม นอกจากนี้ยังได้น�ำ

เสนอข้อมลูสถิตคิวามถกูต้องแม่นย�ำในการพยากรณ์ของแบบจ�ำลองประเภทต่างๆ ในแต่ละ

ยุคสมัยอีกด้วย 

* นักศึกษาระดับปริญญาโท หลักสูตรบัญชีบัณฑิต สำ�นักวิชาบัญชี มหาวิทยาลัยราชภัฏเชียงราย
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2 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

บทน�ำ

	 วัตถุประสงค์ของการด�ำเนินธุรกิจ (Objectives of Business) สามารถจ�ำแนกได้ 

5 ประเภท ได้แก่ (1) ด้านเศรษฐกิจ (Economic Objectives) เช่น รายได้จากก�ำไร การ

สร้างลูกค้า การสร้างนวัตกรรม และการใช้ทรัพยากรอย่างมีประสิทธิภาพ (2) ด้านสังคม 

(Social Objectives) เช่น การผลิตและจัดหาสินค้าและบริการที่มีคุณภาพ การด�ำเนินการ

ทางการค้าอย่างยตุธิรรม และการมส่ีวนร่วมในสวสัดกิารของสังคม (3) ด้านทรัพยากรมนษุย์ 

(Human Objectives) เช่น การมีสภาพเศรษฐกิจที่ดีของพนักงาน ความพึงพอใจทางสังคม

และจิตวิทยาของพนักงาน การพัฒนาทรัพยากรมนุษย์ และสภาพเศรษฐกิจที่ดีของสังคม

และของคนรุ่นต่อไป (4) ด้านประเทศชาติ (National Objectives) เช่น สร้างการจ้าง

แรงงาน การสร้างความเป็นธรรม การสร้างความมั่งคั่งให้ประเทศชาติ การสร้างรายได้ให้

ประเทศชาติ และเกิดการพึ่งตนเองและส่งเสริมการส่งออก และ (5) ด้านต่อโลก (Global 

Objectives) เช่น ยกระดับความเป็นอยู่ที่มีมาตรฐานทั่วไป ลดช่องว่างหรือความแตกต่าง

ในบรรดาประชาชาติ และเกิดการแข่งขันระดับโลกเกี่ยวกับสินค้าและบริการ (National 

Institute of Open Schooling, 2016) 

	 ดังนั้นจะเห็นได้ว่าหน่วยธุรกิจ (Business Unit) จึงมีความส�ำคัญเป็นอย่างมากต่อ

ระบบเศรษฐกิจ ในการเป็นหน่วยที่ก่อให้เกิดการผลิตสินค้าและบริการที่มีคุณภาพ ก่อให้

เกิดการจ้างแรงงาน การกระจายรายได้อย่างเป็นธรรม การส่งออกสินค้าและบริการเพื่อ

ก่อให้เกิดดุลการค้ากับต่างประเทศ รวมไปถึงการเพ่ิมมูลค่าของผลิตภัณฑ์มวลรวมใน

ประเทศ (GDP) แต่จากวิกฤตการณ์ทางเศรษฐกิจและทางการเงินที่เกิดขึ้นอย่างต่อเนื่องทั้ง

ในและต่างประเทศ ภาวะเศรษฐกิจในประเทศที่ถดถอย ปัญหาเสถียรภาพทางการเมือง

ภายในประเทศ ปัญหาด้านการด�ำเนินธุรกิจและการก�ำกับดูแลธุรกิจที่ไม่มีประสิทธิภาพ ที่

เกิดจากสาเหตุที่ควบคุมได้ (Controllable Factors) หรือควบคุมไม่ได้ (Uncontrollable 

Factors) ก็ตาม ท�ำให้ส่งผลกระทบต่อความอยู่รอดและความล้มเหลวของหน่วยธุรกิจ หาก

เกิดภาวะล้มเหลวของหน่วยธุรกิจ จะส่งผลกระทบอย่างกว้างขวาง ไม่ว่าจะเป็นผู้ลงทุน เจ้า

หนี้ พนักงาน ผู้สอบบัญชี ประชาชนทั่วไป รวมไปถึงการสร้างความเสียหายต่อระบบ

เศรษฐกิจของทั้งในและต่างประเทศอย่างมหาศาล ถึงแม้ว่าภาวะความล้มเหลวอาจจะเป็น

เหตุการณ์ที่ไม่เกิดขึ้นบ่อยครั้ง แต่เป็นเหตุการณ์ที่มีต้นทุนสูงส�ำหรับเจ้าของเงินทุน 
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เน่ืองจากการปรับโครงสร้างองค์กรหรือต้นทุนในการเลิกกิจการ จะไปลดมูลค่าส่วนใหญ่

ขององค์กร (Beaver, 1968) จากผลกระทบดังกล่าวท�ำให้สังคมเร่ิมตระหนักถึงความส�ำคัญ

และความจ�ำเป็นของเครื่องมือหรือแบบจ�ำลองท่ีจะส่งสัญญาณเตือนภัยล่วงหน้าทางการ

เงิน (Financial Early Warning Models) จึงท�ำให้นักวิจัยเกิดแนวคิดในการท่ีจะพยายาม

คิดค้นหาและพฒันาเคร่ืองมือหรือแบบจ�ำลองทีจ่ะใช้ในการพยากรณ์หรอืท�ำนายภาวะความ

ล้มเหลวของบริษัท (Business Failures Prediction Models) เพื่อให้องค์กรสามารถ

ประเมินสถานการณ์หรือคาดคะเนถึงสาเหตุ และสามารถเตรียมรับมือ หรือปรับเปล่ียนวิธี

การด�ำเนนิงานของบรษัิทเพือ่ให้รอดพ้นจากภาวะความล้มเหลวทีอ่าจจะเกิดขึน้ได้ทนัท่วงที 

และทีส่�ำคญัอกีประการหนึง่คอืประโยชน์ทีไ่ด้จากการพยากรณ์ภาวะความล้มเหลวทางการ

เงินของธุรกิจมีความส�ำคัญอย่างมากต่อการเจริญเติบโตอย่างยั่งยืนของบริษัท (ประเสริฐ 

ลีฬหาวาสน์ & มนวิกา ผดุงสิทธิ์, 2552; ปานรดา พิลาศรี, 2553; สิทธิพล สมชม & ณัฐ

วุฒิ คูวัฒนเธียรชัย, 2557)

แบบจ�ำลองการพยากรณ์ภาวะความล้มเหลว

	 นักวิจัยในทศวรรษท่ีผ่านมาได้ตระหนักว่าภาวะความล้มเหลว (Failure) ไม่ได้เกิด

ขึน้อย่างกระทนัหนั แต่จะมกีารส่งสญัญาณเตอืนล่วงหน้า โดยทัว่ไปแล้วภาวะความล้มเหลว

มักจะใช้เวลาหลายปี ก่อนท่ีจะมีการล้มละลายอย่างเป็นทางการ (Official Bankruptcy) 

ในรปูแบบของการปรบัโครงสร้างองค์กร (Re-organization) หรอืการช�ำระบญัช ี(Liquida-

tion) ดงันัน้จงึมคีวามจ�ำเป็นอย่างยิง่ทีจ่ะต้องมกีารพัฒนาแบบจ�ำลองสญัญาณเตอืนภยัล่วง

หน้า เพื่อจะประเมินสุขภาพทางการเงินของบริษัท (Financial Health of Corporations) 

ซึ่งได้แก่ จุดแข็ง (Strengths) และจุดอ่อน (Weaknesses) ทางการเงินของบริษัท ท�ำให้มี

การพัฒนาแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลว (Failure Prediction Models) 

ขึ้นอย่างมากมายโดยใช้เทคนิค (Techniques) และวิธีการ (Methods) ที่แตกต่างกันไป 

การวิเคราะห์อัตราส่วนทางการเงิน (Financial Ratio Analysis) เป็นวิธีการที่ใช้โดยทั่วไป 

ในการที่จะวิเคราะห์ความเข้มแข็งและความอ่อนแอทางการเงินของบริษัท (Bal, Cheung, 

& Wu, 2013; Kpodoh, 2009)
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4 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

	 ตามที่เชื่อกันโดยทั่วไปว่าข้อมูลทางการเงินถือว่าเป็นองค์ประกอบที่ส�ำคัญและ

สามารถเข้าถึงได้มากที่สุดในการตรวจสอบประสิทธิภาพการท�ำงานของบริษัท และในการ

เป็นข้อมูลเพ่ือการท�ำนายแนวโน้มของการล้มเหลว แบบจ�ำลองการพยากรณ์ภาวะความ

ล้มเหลวของธุรกิจส่วนใหญ่อยู่บนพ้ืนฐานของข้อมูลทางการเงิน โดยข้อมูลทางการเงินถือ

เป็นอาการ (Symptoms) ของภาวะความล้มเหลวมากกว่าสาเหต ุ(Causes) (Bal, Cheung, 

& We, 2013 อ้างอิงจาก Argenti, 1976) ฉะนั้นหมายความว่าตัวเลขทางการเงินสามารถ

น�ำมาพิจารณาเป็นตัวบ่งชี้ในการพยากรณ์หรือท�ำนายความเป็นไปได้ของภาวะความล้ม

เหลว มีงานศึกษาจ�ำนวนมากที่ใช้เทคนิคทางสถิติ (Statistical Techniques) ในการพัฒนา

ร่วมกับอัตราส่วนทางการเงินท่ีจะพยากรณ์หรือคาดการณ์ภาวะความล้มเหลวของธุรกิจ 

โดยเทคนิคทางสถิติที่ได้รับความนิยมมากที่สุดคือแบบจ�ำลองการวิเคราะห์จ�ำแนกประเภท

หลายตัวแปร (Multivariate Discriminant Models) และแบบจ�ำลอง โลจิสติค (Logistic 

Models) (Bal et al., 2013) ดังแสดงในตารางที่ 1 

ตารางท่ี 1 	สรุปวิธีการของการพยากรณ์ภาวะความล้มเหลว (Summary of Failure 

Prediction Methods)

4 
 ตามที่เช่ือกันโดยทั่วไปว่าข้อมูลทางการเงินถือว่า เป็นองค์ประกอบที่ส าคัญและ
สามารถเข้าถึงได้มากท่ีสุดในการตรวจสอบประสิทธิภาพการท างานของบริษัท และในการเป็น
ข้อมูลเพื่อการท านายแนวโน้มของการล้มเหลว แบบจ าลองการพยากรณ์ภาวะความล้มเหลว
ของธุรกิจส่วนใหญ่อยู่บนพื้นฐานของข้อมูลทางการเงิน โดยข้อมูลทางการเงินถือเป็นอาการ 
(Symptoms) ของภาวะความล้มเหลวมากกว่าสาเหตุ (Causes)  (Bal, Cheung, & We, 
2013 อ้างอิงจาก Argenti, 1976) ฉะนั้นหมายความว่าตัวเลขทางการเงินสามารถน ามา
พิจารณาเป็นตัวบ่งช้ีในการพยากรณ์หรือท านายความเป็นไปได้ของภาวะความล้มเหลว มีงาน
ศึกษาจ านวนมากที่ใช้เทคนิคทางสถิติ (Statistical Techniques) ในการพัฒนาร่วมกับ
อัตราส่วนทางการเงินที่จะพยากรณ์หรือคาดการณ์ภาวะความล้มเหลวของธุรกิจ โดยเทคนิค
ทางสถิติที่ได้รับความนิยมมากที่สุดคือแบบจ าลองการวิเคราะห์จ าแนกประเภทหลายตัวแปร 
(Multivariate Discriminant Models) และแบบจ าลอง โลจิสติค (Logistic Models) (Bal et 
al., 2013) ดังแสดงในตารางที่ 1  
 
ตารางที่ 1  สรุปวิธีการของการพยากรณภ์าวะความล้มเหลว (Summary of Failure Prediction  
Methods) 
 
 นักวิจัย (Author) Year วิธีการ (Method) 
การศึกษารุ่นก่อน Tamari 1966 Index of Risk 
Early Studies Beaver 1966 Univariate Analysis 
 Altman 1968 Multivariate 

Discriminant  Analysis  
 Taffler and Tisshaw 1977 Multivariate 

Discriminant  Analysis  
ตัวแบบสรา้ง
เฉพาะเจาะจง 

Mason and Harris 1979 Multivariate 
Discriminant  Analysis  
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ตารางท่ี 1 	สรุปวิธีการของการพยากรณ์ภาวะความล้มเหลว (Summary of Failure 

Prediction Methods) (ต่อ)

ที่มา: ดัดแปลงจาก (Bal et al., 2013)

	 นอกจากวิธีการพยากรณ์ภาวะความล้มเหลวดังกล่าวตามตารางที่ 1 ยังมีตัวแบบ

ระบบผู้เช่ียวชาญอัจฉริยะ (Artificially Intelligent Expert System Models: AIES) ซึ่ง

เป็นวิธีการพยากรณ์ที่ได้รับความนิยมมากขึ้นเรื่อยๆ รายละเอียดแสดงในตารางท่ี 2

5 
ตารางที่ 1  สรุปวิธีการของการพยากรณภ์าวะความล้มเหลว (Summary of Failure Prediction  
Methods) (ต่อ) 
 

 นักวิจัย (Author) Year วิธีการ (Method) 
Construction-
specific Models 

Abidali and Harris 1995 Multivariate 
Discriminant  Analysis  

 Russell and Jaselskis 1992 Logit Analysis 
 Severson and Russell 1994 Logit Analysis 
ตัวแบบผสมผสาน Zavergen 1985 Logit Analysis and 

Entropy 
Hybrid Models Keasey and 

McGuinness 
1990 Logit Analysis and 

Entropy 
ที่มา :  ดัดแปลงจาก (Bal et al., 2013) 
 
 นอกจากวิธีการพยากรณ์ภาวะความล้มเหลวดังกล่าวตามตารางที่ 1 ยังมีตัวแบบ
ระบบผู้เช่ียวชาญอัจฉริยะ (Artificially Intelligent Expert System Models: AIES) ซึ่งเป็น
วิธีการพยากรณ์ที่ได้รับความนิยมมากขึ้นเรื่อยๆ รายละเอียดแสดงในตารางที่ 2 
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6 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

ตารางที่ 2 ตัวแบบระบบผู้เชี่ยวชาญอัจฉริยะชนิดต่างๆ (Different Types of AIES 

Models)

ที่มา: (Aziz & Dar, 2006)

	 ในบทความนีจ้ะอธบิายเฉพาะตวัแบบการพยากรณ์ภาวะความล้มเหลวทีน่ยิมทัว่ไป 

ได้แก่ การวิเคราะห์จ�ำแนกประเภทหลายตัวแปร (Multivariate Discriminant Analysis: 

MDA) การวิเคราะห์จ�ำแนกประเภทก�ำลังสอง (Quadratic Discriminant Analysis: QDA) 

แบบจ�ำลองโลจิท (Logit Model) หรือการวิเคราะห์ความถดถอยโลจิสติค (Logistic 

Regression Analysis) แบบจ�ำลองโพบิท (Probit Model) ต้นไม้การตัดสินใจ (Decision 

Tree: DT) โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN หรือ NN) และ

ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) รายละเอียดดังต่อไปนี้ 

(Okay, 2015)

6 
ตารางที่ 2 ตัวแบบระบบผู้เช่ียวชาญอัจฉริยะชนิดต่างๆ (Different Types of AIES Models) 
 
ตัวแบบ (Models) นักวิจัย (Author) ปี (Year) 
Recursively Partitioned Decision Trees  Friedman 1977 
(An Inductive Learning Model) Pompe and Feelders 1997 
Case-based reasoning (CBR) models Kolodner 1993 
Neural Networks (NN) Salchenberger et al. 1992 
 Coats and Fant 1993 
 Yang et al. 1999 
Genetic Algorithms (GA) Shin and Lee 2002 
 Varetto 1998 
Rough Sets Model Pawlak 1982 
 Ziarko 1993 
 Dimitras et al. 1999 
ที่มา:  (Aziz & Dar, 2006) 
 
 ในบทความนี้จะอธิบายเฉพาะตัวแบบการพยากรณ์ภาวะความล้มเหลวที่นิยมทั่วไป 
ได้แก่ การวิเคราะห์จ าแนกประเภทหลายตัวแปร (Multivariate Discriminant Analysis: 
MDA) การวิเคราะห์จ าแนกประเภทก าลังสอง (Quadratic Discriminant Analysis: QDA) 
แบบจ าลองโลจิท (Logit Model) หรือการวิเคราะห์ความถดถอยโลจิสติค (Logistic 
Regression Analysis) แบบจ าลองโพบิท (Probit Model) ต้นไม้การตัดสินใจ (Decision 
Tree: DT) โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN หรือ NN) และซัพ
พอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) รายละเอียดดังต่อไปนี้ (Okay, 
2015) 
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	 1. การวิเคราะห์จ�ำแนกประเภทหลายตัวแปร (Multivariate Discriminant 

Analysis: MDA) 

	 MDA ได้ปรับปรุงมาจากการวิเคราะห์ตัวแปรเดียว (Univariate Analysis: UA) 

ของ Beaver (Beaver, 1966) โดย Altman ในปี 1968 เป็นที่รู้จักและยังคงใช้กันโดย

ทั่วไปในช่ือ Altman’s Z-Score ข้อดีของ MDA ที่เหนือกว่า UA คือการน�ำตัวแปรทั้งหมด

มาพิจารณาและวิเคราะห์ในการพยากรณ์ Altman ได้ใช้ธุรกิจการผลิต (Manufacturing 

Corporations) ในประเทศสหรัฐอเมริกาเป็นตัวอย่างจ�ำนวน 66 บริษัท โดยแบ่งเป็น  

2 กลุ่ม คือ กลุ่มบริษัทที่ล้มเหลวทางการเงินจ�ำนวน 33 บริษัท และกลุ่มบริษัทที่ไม่ล้มเหลว

จ�ำนวน 33 บริษัท ระหว่างปี 1946-1965 ตัวแปรทางการบัญชี (อัตราส่วนทางการเงิน) ที่

ส่งผลต่อการพยากรณ์มีจ�ำนวน 5 ตัวแปร คือ (1) อัตราส่วนเงินทุนหมุนเวียนต่อสินทรัพย์

รวม (Net Working Capital/Total Assets) (2) อัตราส่วนก�ำไรสะสมต่อสินทรัพย์รวม 

(Retained Earning/Total Assets) (3) ก�ำไรก่อนหักดอกเบี้ยและภาษีต่อสินทรัพย์รวม 

(Earnings before Interest and Taxes/Total Assets) (4) อัตราส่วนมูลค่าตลาดของ

ทุนต่อราคาตามบัญชีของหนี้สินรวม (Market Value of Equity/Book Value of Liabil-

ities) และ (5) อัตราส่วนยอดขายต่อสินทรัพย์รวม (Sales/Total Assets) ตัวแบบดังกล่าว

สามารถพยากรณ์ได้ถูกต้องแม่นย�ำก่อน 1-5 ปีก่อนล้มเหลว ร้อยละ 95 ร้อยละ 72 ร้อย

ละ 48 ร้อยละ 29 และร้อยละ 36 ตามล�ำดับ (Altman, 1968)

	 MDA มีวัตถุประสงค์เพ่ือหาการร่วมกันเชิงเส้นของตัวพยากรณ์ เพื่อเพิ่มความ

แปรปรวนระหว่างบริษัทที่ล้มเหลวกับบริษัทที่ไม่ล้มเหลว ในขณะที่ลดความแปรปรวน

ภายในบริษัทที่ล้มเหลว (บริษัทที่ไม่ล้มเหลว) โดยแต่เดิมได้ถูกใช้ในการจ�ำแนกประเภท

ปัญหาของตัวแปรอิสระที่อยู่ในรูปแบบเชิงคุณภาพ รูปแบบพื้นฐานของตัวแบบปรากฏใน

สมการดังนี้

7 
 1. การวิเคราะห์จ าแนกประเภทหลายตัวแปร (Multivariate Discriminant 
Analysis: MDA)  

MDA ได้ปรับปรุงมาจากการวิเคราะห์ตัวแปรเดียว (Univariate Analysis: UA) ของ 
Beaver  (Beaver, 1966) โดย Altman ในปี 1968 เป็นที่รู้จักและยังคงใช้กันโดยทั่วไปในช่ือ 
Altman’s Z-Score ข้อดีของ MDA ที่เหนือกว่า UA คือการน าตัวแปรทั้งหมดมาพิจารณาและ
วิเคราะห์ในการพยากรณ์ Altman ได้ใช้ธุรกิจการผลิต (Manufacturing Corporations) ใน
ประเทศสหรัฐอเมริกาเป็นตัวอย่างจ านวน 66 บริษัท โดยแบ่งเป็น 2 กลุ่ม คือ กลุ่มบริษัทที่
ล้มเหลวทางการเงินจ านวน 33 บริษัท และกลุ่มบริษัทที่ไม่ล้มเหลวจ านวน 33 บริษัท ระหว่าง
ปี 1946-1965 ตัวแปรทางการบัญชี (อัตราส่วนทางการเงิน) ท่ีส่งผลต่อการพยากรณ์มีจ านวน 
5 ตัวแปร คือ (1) อัตราส่วนเงินทุนหมุนเวียนต่อสินทรัพย์รวม (Net Working Capital/Total 
Assets) (2) อัตราส่วนก าไรสะสมต่อสินทรัพย์รวม (Retained Earning/Total Assets) (3) 
ก าไรก่อนหักดอกเบี้ยและภาษีต่อสินทรัพย์รวม (Earnings before Interest and 
Taxes/Total Assets) (4) อัตราส่วนมูลค่าตลาดของทุนต่อราคาตามบัญชีของหนี้สินรวม 
(Market Value of Equity/Book Value of Liabilities)  และ (5) อัตราส่วนยอดขายต่อ
สินทรัพย์รวม (Sales/Total Assets) ตัวแบบดังกล่าวสามารถพยากรณ์ได้ถูกต้องแม่นย าก่อน 
1-5 ปีก่อนล้มเหลว ร้อยละ 95 ร้อยละ 72 ร้อยละ 48 ร้อยละ 29 และร้อยละ 36 ตามล าดับ 
(Altman, 1968) 

MDA มีวัตถุประสงค์เพื่อหาการร่วมกันเชิงเส้นของตัวพยากรณ์ เพื่อเพิ่มความ
แปรปรวนระหว่างบริษัทที่ล้มเหลวกับบริษัทที่ไม่ล้มเหลว ในขณะที่ลดความแปรปรวนภายใน
บริษัทท่ีล้มเหลว (บริษัทที่ไม่ล้มเหลว) โดยแต่เดิมได้ถูกใช้ในการจ าแนกประเภทปัญหาของตัว
แปรอิสระที่อยู่ในรูปแบบเชิงคุณภาพ รูปแบบพ้ืนฐานของตัวแบบปรากฏในสมการดังนี้ 
 
                           
  (         )              (            )         
  (         )                        (                ) 
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	 2. การวิเคราะห์จ�ำแนกประเภทก�ำลังสอง (Quadratic Discriminant 

Analysis: QDA) 

	 QDA มีความเก่ียวข้องอย่างมากกับการวิเคราะห์จ�ำแนกเชิงเส้น (Linear Discri-

minant Analysis: LDA) โดยจะมีการสันนิษฐานเก่ียวกับการวัดที่มีการแจกแจงแบบปกติ 

ซึ่งแตกต่างจาก LDA แต่อย่างไรก็ตามใน QDA ไม่มีสมมติฐานของความแปรปรวนร่วมของ

แต่ละช้ันที่เหมือนกัน (No assumption that the covariance of each of the classes 

is identical) การประมาณค่าพารามิเตอร์มีความจ�ำเป็นใน Quadratic Discrimination 

(QD) และต้องการข้อมูลมากกว่ากรณีของ Linear Discrimination (LD) ถ้าไม่มีความแตก

ต่างอย่างมากในเมตริกซ์ความแปรปรวนร่วมกลุ่ม (The Group Covariance Matrices) 

จากนั้นจะด�ำเนินการเช่นเดียวกับ QD และ QD เป็นรูปแบบทั่วไปของ Bayesian 

Discrimination (RapidMiner, 2016)

	 ในปี 1984 Dillon และ Goldstein ในปี 1995 Sanchez และ Sarabia และใน

ปี 1996 Sharma ได้ใช้ QDA และอ้างว่า MDA มีประสิทธิภาพและมีความถูกต้องแม่นย�ำ

กว่าเมื่อเปรียบเทียบกับ QDA 

	 QDA มีวัตถุประสงค์เพื่อหาสมการก�ำลังสองที่ร่วมกันของตัวพยากรณ์ เพื่อเพิ่ม

ความแปรปรวนระหว่างบริษทัทีล้่มเหลวกบับริษทัท่ีไม่ล้มเหลว ในขณะทีล่ดความแปรปรวน

ภายในบริษัทท่ีล้มเหลว (บริษัทที่ไม่ล้มเหลว) ในความเป็นจริง QDA เปรียบเหมือนรุ่นทั่วไป

ของ MDA ที่มีสมมติฐานทางสถิติน้อย ตัวแบบปรากฏในสมการดังนี้

	 3. แบบจ�ำลองโลจิท (Logit Model) หรือการวิเคราะห์ความถดถอยโลจิสติค 

(Logistic Regression Analysis) 

	 ในปี 1980 Ohlson ได้ใช้วิธีที่เรียกว่า The Conditional Logit Analysis ในกลุ่ม

ตัวอย่างขนาดใหญ่เพื่อการพยากรณ์ภาวะล้มละลายของบริษัท (The Prediction of 

Corporate Bankruptcy) เพื่อก�ำจัดข้อจ�ำกัดของ MDA ในเร่ืองการยากต่อการตี 

8 
 2. การวิเคราะห์จ าแนกประเภทก าลังสอง (Quadratic Discriminant Analysis: 
QDA)  
 QDA มีความเกี่ยวข้องอย่างมากกับการวิเคราะห์จ าแนกเชิงเส้น (Linear 
Discriminant Analysis: LDA) โดยจะมีการสันนิษฐานเกี่ยวกับการวัดที่มีการแจกแจงแบบ
ปกติ ซึ่งแตกต่างจาก LDA แต่อย่างไรก็ตามใน QDA ไม่มีสมมติฐานของความแปรปรวนร่วม
ของแต่ละชั้นทีเ่หมือนกัน (No assumption that the covariance of each of the classes 
is identical) การประมาณค่าพารามิเตอร์มีความจ าเป็นใน Quadratic Discrimination (QD) 
และต้องการข้อมูลมากกว่ากรณีของ Linear Discrimination (LD) ถ้าไม่มีความแตกต่างอย่าง
มากในเมตริกซ์ความแปรปรวนร่วมกลุ่ม (The Group Covariance Matrices) จากนั้นจะ
ด าเนินการเช่นเดียวกับ QD และ QD เป็นรูปแบบทั่วไปของ Bayesian Discrimination 
(RapidMiner, 2016) 
 ในปี 1984 Dillon และ Goldstein ในปี 1995 Sanchez และ Sarabia และในปี 
1996 Sharma ได้ใช้ QDA และอ้างว่า MDA มีประสิทธิภาพและมีความถูกต้องแม่นย ากว่าเมื่อ
เปรียบเทียบกับ QDA  

QDA มีวัตถุประสงค์เพื่อหาสมการก าลังสองที่ร่วมกันของตัวพยากรณ์ เพื่อเพิ่มความ
แปรปรวนระหว่างบริษัทที่ล้มเหลวกับบริษัทที่ไม่ล้มเหลว ในขณะที่ลดความแปรปรวนภายใน
บริษัทท่ีล้มเหลว (บริษัทท่ีไม่ล้มเหลว) ในความเป็นจริง QDA เปรียบเหมือนรุ่นทั่วไปของ MDA 
ที่มีสมมติฐานทางสถิติน้อย ตัวแบบปรากฏในสมการดังนี้ 
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 3. แบบจ าลองโลจิท (Logit Model) หรือการวิเคราะห์ความถดถอยโลจิสติค 
(Logistic Regression Analysis)  
 ในปี 1980 Ohlson ได้ใช้วิธีที่เรียกว่า The Conditional Logit Analysis ในกลุ่ม
ตัวอย่างขนาดใหญ่เพื่อการพยากรณ์ภาวะล้มละลายของบริษัท (The Prediction of 
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ความหมายของ Z-Scores แต่ผลของวิธี Conditional Logit Analysis สามารถตีความ

หมายโดยความน่าจะเป็นของภาวะล้มละลายภายใต้ข้อสมมติฐานจ�ำกัดที่น้อยกว่า และได้

ใช้จดุตดั (Cutoff Point) ทีค่�ำนวณเพือ่ให้ได้ค่าในการจ�ำแนกผิดประเภทต�ำ่ทีสุ่ด (Minimize 

the Costs of Misclassification) ในการจ�ำแนกประเภทของบริษัทที่ล้มละลายหรือบริษัท

ที่ไม่ล้มละลาย (Bankrupt or Non-Bankrupt) Ohlson ได้ใช้ตัวอย่างบริษัทอุตสาหกรรม 

(Industrial Companies) ในประเทศสหรัฐอเมริกาจ�ำนวนมาก โดยแบ่งกลุ่มตัวอย่างเป็น 

2 กลุ่ม ได้แก่ กลุ่มบริษัทที่ล้มละลายจ�ำนวน 105 บริษัท และกลุ่มบริษัทที่ไม่ล้มละลาย 
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ในสมการดังนี้



การสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวของธุรกิจ

10 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

	 4. แบบจ�ำลองโพบิท (Probit Model) 

	 ในปี 1983 Zmijewski ได้พัฒนาแบบจ�ำลองการท�ำนายภาวะล้มละลายโดยใช้วิธี 

Probit Analysis ซึ่งได้เลือกอัตราส่วนทางการเงินจ�ำนวน 3 อัตราส่วนโดยแต่ละอัตราส่วน

อยู่ในกลุ่มต่างๆ กัน ได้แก่ Profitability Ratio, Financial Leverage Ratio และ Liquid-

ity Ratio และเลือกตัวอย่างจ�ำนวน 840 บริษัท แบ่งเป็นบริษัทที่ประสบปัญหาทางการ

เงินจ�ำนวน 40 บริษัท และบริษัทที่ไม่ประสบปัญหาทางการเงินจ�ำนวน 800 บริษัท ระหว่าง

ปี 1972-1978 วิเคราะห์หาค่าทางสถิติที่เรียกว่า การวิเคราะห์สหสัมพันธ์ (Correlation) 

เพื่อหาความสัมพันธ์ระหว่างลักษณะของอัตราส่วนทางการเงินและหาค่าสัมประสิทธ์ิ ต่อ

มาในปี 1984 ได้ท�ำการปรับปรุงแบบจ�ำลองโดยการถัวเฉล่ียถ่วงน�้ำหนัก (Weighted 

Original) อย่างไรก็ตามพบว่าท้ัง 2 แบบจ�ำลองให้ผลท่ีไม่แตกต่างกันมากนัก อัตราส่วนท่ี
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อย่างถูกต้องแม่นย�ำร้อยละ 98 (อภิญญา อดทน, 2553; อ้างอิงจาก Zmijewski, 1983, 

1984) (อภิญญา อดทน, 2553)

	 ความแตกต่างประการเดียวระหว่างแบบจ�ำลองโลจิทกับแบบจ�ำลองโพบิทคือ

ฟังก์ชันเช่ือมต่อ (Link Function) แบบจ�ำลองโพบิทใช้ฟังก์ชันสะสมปกติ (Normal Cu-

mulative Function) แทนฟังก์ชันโลจิสติค (Logistic Function) ส่วนการอธิบายประเด็น

อื่นๆ เหมือนแบบจ�ำลองโลจิท ตัวแบบปรากฏในสมการดังน้ี
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	 5. ต้นไม้การตัดสินใจ (Decision Tree: DT) 

	 DT ได้ใช้ Recursive Partitioning Technique ในการแยก The Observations 

เป็น Subsets กระบวนการจะด�ำเนินต่อเนื่องจนกระทั่ง Recursive Partitioning ไม่มี

มูลค่าเพิ่มในการพยากรณ์ (No Longer Adds Value to Predictions) โมเดล DT มี

ประโยชน์หรือข้อได้เปรียบเหนือโมเดลทางสถิติดั้งเดิม (Classical Statistical Models) 

โดย DT ไม่มข้ีอจ�ำกดัทางสถติ ิได้แก่ ความไม่เป็นเชงิเส้น (Non-Linearity) และการแจกแจง

แบบไม่ปกติ (Non-Normality) และ DT มีรูปแบบและวิธีการที่เรียบง่ายต่อการน�ำไป 

ใช้งาน

	 ในปี 1998 Joos และคณะ ได้เปรียบเทียบ DT และ Logit ในสภาพแวดล้อมของ

การจ�ำแนกประเภทเครดิต (Credit Classification Environment) โดยใช้ An extensive 

Database ซ่ึงเป็นหนึ่งในฐานข้อมูลที่ใหญ่ที่สุดของธนาคารเบลเยี่ยม (Belgian Banks) 

และพบว่า Logit เหนือกว่า DT ในแง่ของประสิทธิภาพต้นทุนและคุณภาพของชุดข้อมูล 

(Cost Efficiency and Qualitative Data Set) และ DT เหนือกว่า Logit

	 ส่วนใหญ่ DT จะใช้ในการแก้ปัญหาจ�ำแนกประเภทหรือการจัดหมวดหมู่ (Clas-

sification) ซึ่งประกอบด้วยโหนดการตัดสินใจ (Decision Nodes) แและโหนดใบไม้ (Leaf 

Nodes) ทุกโหนดการตัดสินใจจะท�ำการทดสอบคุณลักษณะเฉพาะของข้อมูล รายละเอียด

ตามภาพที่ 1 

 

ภาพที่ 1 ตัวอย่างต้นไม้การตัดสินใจ (Decision Tree Example)

ที่มา: (Okay, 2015)
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การสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวของธุรกิจ

12 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

	 ตัวอย่างที่เรียบง่ายของ DT เก่ียวกับขั้นตอนวิธีการของการจ�ำแนกประเภทของ

โมเดล ปรากฏในภาพที่ 2 โมเดลจะท�ำการตัดสินใจแยกเกี่ยวกับอัตราส่วนก�ำไรสุทธิต่อ

สินทรัพย์รวม (Net Income to Total Assets) ที่ 0.5 ดังน้ันถ้าบริษัทมีอัตราส่วนดังกล่าว

ต�่ำกว่า 0.5 โมเดลจะแยกประเภทเป็นบริษัทท่ีล้มละลาย (Bankrupt) แต่ถ้าอัตราส่วนดัง

กล่าวสูงกว่า 0.5 โมเดลจะแยกประเภทเป็นบริษัทที่ไม่ล้มละลาย (Non-Bankrupt) DT 

สามารถมีเงื่อนไขการตัดสินใจที่ซับซ้อน (Complex Decision Rules) ได้ ค�ำถามประการ

ส�ำคัญคือ ตัวแปรตาม (Explanatory Variable) ตัวไหนที่ควรใช้และจะใช้ค่าไหนที่จะใช้

แยก (Which Value the Split Should Occur)

 

ภาพที่ 2 ตัวอย่างการจ�ำแนกประเภทของต้นไม้ตัดสินใจ (Decision Tree Classification 

Example)

ที่มา: (Okay, 2015)

	 6. โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN หรือ NN) 

	 NN ได้รับแรงบันดาลใจจาก Biological Neural Networks ของระบบประสาท

ของมนุษย์ (The Human Nervous System) NN เรียนรู้จากสอนตัวอย่าง (Training 

Examples) โดยใช้อัลกอริทึมที่แตกต่างกัน (Different Algorithms) เหมือนการเรียนรู้

ของมนุษย์ โครงสร้างของโมเดลมาจากข้อมูลจากการสอนและโดยทั่วไปจะใช้สมการที่ไม่

เป็นเส้นตรง (Non-Linear Equations) ในการประมาณค่าส่งออก (Outputs) ซ่ึงขึ้นอยู่

กับตัวแปรน�ำเข้าหลายตัว (Many Inputs) NN ไม่มีข้อจ�ำกัดเก่ียวกับสมมติฐานทางสถิติ 

12 
 ตัวอย่างที่เรียบง่ายของ DT เกี่ยวกับข้ันตอนวิธีการของการจ าแนกประเภทของโมเดล 
ปรากฏในภาพที่ 2 โมเดลจะท าการตัดสินใจแยกเกี่ยวกับอัตราส่วนก าไรสุทธิต่อสินทรัพย์รวม 
(Net Income to Total Assets) ที่ 0.5 ดังนั้นถ้าบริษัทมีอัตราส่วนดังกล่าวต่ ากว่า 0.5 โมเดล
จะแยกประเภทเป็นบริษัทท่ีล้มละลาย (Bankrupt) แต่ถ้าอัตราส่วนดังกล่าวสูงกว่า 0.5 โมเดล
จะแยกประเภทเป็นบริษัทท่ีไม่ล้มละลาย (Non-Bankrupt) DT สามารถมีเง่ือนไขการตัดสินใจ
ที่ซับซ้อน (Complex Decision Rules) ได้ ค าถามประการส าคัญคือ ตัวแปรตาม 
(Explanatory Variable) ตัวไหนที่ควรใช้และจะใช้ค่าไหนที่จะใช้แยก (Which Value the 
Split Should Occur) 

 
ภาพที่ 2 ตัวอย่างการจ าแนกประเภทของต้นไม้ตัดสินใจ (Decision Tree Classification 
Example) 
ที่มา:  (Okay, 2015) 
 
 6. โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN หรือ NN)  
 NN ได้รับแรงบันดาลใจจาก Biological Neural Networks ของระบบประสาทของ
มนุษย์ (The Human Nervous System) NN เรียนรู้จากสอนตัวอย่าง (Training Examples) 
โดยใช้อัลกอริทึมที่แตกต่างกัน (Different Algorithms) เหมือนการเรียนรู้ของมนุษย์ 
โครงสร้างของโมเดลมาจากข้อมูลจากการสอนและโดยทั่วไปจะใช้สมการที่ไม่เป็นเส้นตรง 
(Non-Linear Equations) ในการประมาณค่าส่งออก (Outputs) ซึ่งขึ้นอยู่กับตัวแปรน าเข้า
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(Statistical Assumptions) เหมือนโมเดลทางสถิติดั้งเดิม (Traditional Statistical 

Models) 

	 ในปี 1990 Odom และ Sharda เป็นผู้บุกเบิกในการใช้ NN เพ่ือการพยากรณ์

ภาวะล้มละลาย (Prediction of Bankruptcy) โดยใช้ตวัแปรทางการเงนิเดียวกับ Altman’s 

Z-Score ตัวอย่างจ�ำนวน 129 บริษัท ซึ่งประกอบไปด้วยบริษัทที่ล้มละลายจ�ำนวน  

65 บริษัท และบริษัทที่ไม่ล้มละลายจ�ำนวน 64 บริษัท ในระหว่างปี 1975-1982 โดยใช้ 

74 บริษัทในการสอน (to train) และใช้ 55 บริษัทในการทดสอบ (to test) และใช้ MDA 

เป็นโมเดลเปรียบเทียบ (Benchmark Model) พบว่า NN มีความถูกต้องแม่นย�ำใน 

การพยากรณ์ร้อยละ 82 ส�ำหรับตัวอย่างทดสอบ (Holdout Sample) ในขณะที่ MDA มี

ความถูกต้องแม่นย�ำในการพยากรณ์ร้อยละ 74

	 ในปี 1993 Fletcher และ Goss ได้เปรียบเทียบ NN กับ Logit โดยใช้ตัวอย่าง

จ�ำนวน 36 บริษัทท่ีล้มละลายและบริษัทท่ีไม่ล้มละลาย โมเดลประกอบไปด้วย 3 อัตราส่วน

ทางการเงิน ได้แก่ Current Ratio, Quick Ratio และ Working Capital to Net Income 

พบว่า NN มีความถูกต้องแม่นย�ำในการพยากรณ์สูงกว่า Logit เกือบทุกจุดตัด (At Almost 

all Cutoff Points) 

	 ในปี 1999 Zhang และคณะ ได้เปรียบเทียบประสิทธิภาพของ NN กับ Logit 

Model โดยใช้ตัวอย่างบริษัทการผลิต (Manufacturing Companies) พบว่า NN มี

ประสิทธิภาพเหนือกว่าอย่างมีนัยส�ำคัญเมื่อเทียบกับ The Logit Regression Model โดย

มีความถูกต้องแม่นย�ำส�ำหรับกลุ่มทดสอบขนาดเล็ก (Small Test Set) NN ร้อยละ 80 ใน

ขณะที่ Logit ร้อยละ 78 และส�ำหรับกลุ่มทดสอบขนาดใหญ่ (Large Test Set) NN ร้อย

ละ 86 ในขณะที่ Logit ร้อยละ 78

	 NN เกี่ยวข้องกับชุดตัวแปรน�ำเข้า (Input Variables) จนถึงตัวแปรส่งออก 

(Output Variables) ซึ่งประกอบไปด้วยช้ันตัวแปรน�ำเข้า (Input Layers) หรือตัวแปร

อิสระ (Independent Variables) ช้ันซ่อน (Hidden Layer) จะแปลงหรือค�ำนวณข้อมูล

จากช้ันตัวแปรน�ำเข้า และชั้นส่งออก (Output Layers) คือผลลัพธ์จากการค�ำนวณของช้ัน

ซ่อน ความแตกต่างที่ส�ำคัญจากแบบจ�ำลองอื่น ๆ คือแบบจ�ำลองโครงข่ายประสาทเทียมมี

ชัน้ซ่อน (Hidden Layers) ทีซ่ึง่ตวัแปรน�ำเข้าจะแปลงโดยชัน้ทีพ่เิศษของอลักอรทึมึ ด้วยการ

มชีัน้ซ่อนนีก่้อให้เกดิประสิทธภิาพในการประมวลแบบจ�ำลองทีไ่ม่เป็นเชงิเส้น(Non-linear) 



การสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวของธุรกิจ

14 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

รายละเอียดตามภาพที่ 3

ภาพที่ 3 แบบจ�ำลองโครงข่ายประสาทเทียม (Neural Networks Model)

ที่มา: (Okay, 2015)

	 7. ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) 

SVM เป็นอกีหนึง่โมเดลการเรยีนรูข้องเครือ่งจกัร (Machine Learning Model) วรรณกรรม

ที่เกี่ยวข้องกับ SVM มีน้อยมากเมื่อเทียบกับ NN หรือ Traditional Statistical Models 

	 ในปี 2005 Shin, Lee และ Kim ได้ใช้ SVM และเปรียบเทียบผลลัพธ์กับ NN พบ

ว่า SVM มีประสิทธิภาพเหนือกว่า NN และในปีเดียวกัน Min และ Lee ได้เปรียบเทียบ

ประสิทธิภาพของ SVM กับ MDA, Logit และ NN พบว่า SVM เหนือกว่าโมเดลอ่ืนๆ

	 SVM คือการผสมผสานของฟังก์ชันเชิงเส้นและอัลกอริทึมการเรียนรู้ ที่จะเลือก

จ�ำนวนของจุดขอบเขตที่ส�ำคัญ ซึ่งเรียกว่า Support Vectors โดยทั่วไป SVM ใช้ฟังก์ชัน

เชิงเส้น (Linear Function) ในการจ�ำแนกข้อมูลโดยการท�ำแผนที่เวกเตอร์ของตัวแปรน�ำ

เข้าที่ไม่เป็นเชิงเส้น (Non-linear Input vectors) เข้าไปในพื้นที่หลากมิติ (Higher  

Dimensional Feature Space) รายละเอียดตามภาพที่ 4

14 
ก่อให้เกิดประสิทธิภาพในการประมวลแบบจ าลองที่ไม่เป็นเชิงเส้น (Non-linear) รายละเอียด
ตามภาพที่ 3 
 

 
ภาพที่ 3 แบบจ าลองโครงข่ายประสาทเทียม (Neural Networks Model) 
ที่มา:  (Okay, 2015) 
 
 7. ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM)  

SVM เป็นอีกหนึ่งโมเดลการเรียนรู้ของเครื่องจักร (Machine Learning Model) 
วรรณกรรมที่เกี่ยวข้องกับ SVM มีน้อยมากเมื่อเทียบกับ NN หรือ Traditional Statistical 
Models  

ในปี 2005 Shin, Lee และ Kim ได้ใช้ SVM และเปรียบเทียบผลลัพธ์กับ NN พบว่า 
SVM มีประสิทธิภาพเหนือกว่า NN และในปีเดียวกัน Min และ Lee ได้เปรียบเทียบ
ประสิทธิภาพของ SVM กับ MDA, Logit และ NN พบว่า SVM เหนือกว่าโมเดลอื่นๆ 
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ภาพที่ 4 แบบจ�ำลอง SVM (SVM Model)

ที่มา: (Okay, 2015)

	 จากภาพที่ 4 ได้แสดงให้ถึงการท�ำงานของ SVM ซึ่งมีพ้ืนที่น�ำเข้า 2 มิติ จะเห็นว่า
ขอบเขตที่จ�ำแนก 2 กลุ่มไม่ได้เป็นเชิงเส้น (Non-linear) โดยจะเร่ิมจากการหาพ้ืนที่เมื่อ
ไม่มีตัวแยกเชิงเส้นที่มีลักษณะเด่นแยกกัน ซ่ึงจะเพิ่มขอบเขตระหว่างกลุ่ม SVM จะท�ำให้
พื้นที่หลากมิติ (Higher Dimensional Feature Space) ที่กลุ่มจะกลายเป็นการแยกเชิง
เส้น (Linearly Separable) โดยการใช้เทคนิค Kernel 
	 ในปี 2015 Okay ได้ศึกษาความล้มเหลวของบริษัทที่ไม่ใช่การเงินในประเทศตุรกี 
ระหว่างปี 2000-2015 โดยได้เปรียบเทียบความถูกต้องแม่นย�ำของโมเดลพยากรณ์แบบ
ต่างๆ ได้แก่ MDA, QDA, Logit, Probit, DT, NN และ SVM ตัวอย่างบริษัทจ�ำนวน 64 
บริษัท ได้แก่ บริษัทที่ล้มละลายประกอบด้วย 32 บริษัทตุรกีที่ถูกเพิกถอนจาก The Borsa 
Istanbul Markets โดยจับคู่กับบริษัทที่ไม่ล้มเหลวที่มีขนาดสินทรัพย์รวมและปีใกล้เคียง
กันจ�ำนวน 32 บริษัท และใช้อัตราส่วนทางการเงิน (Financial Ratios) จ�ำนวน 16 
อัตราส่วนในการศึกษา 
	 พบว่าตวัแปรทางการบญัช ี(Accounting Variables) ทีม่นียัส�ำคญัต่อการพยากรณ์
ความล้มเหลวของบริษัทก่อน 1-2 ปี ได้แก่ เงินทุนหมุนเวียนต่อสินทรัพย์รวม (Working 
Capital to Total Assets) ก�ำไรสุทธิต่อสินทรัพย์รวม (Net Income to Total Assets) 
และก�ำไรสุทธิต่อหนี้สินรวม (Net Income to Total Liabilities) รายละเอียดผลการศึกษา

ปรากฏดังนี้ (Okay, 2015)

15 
SVM คือการผสมผสานของฟังก์ชันเชิงเส้นและอัลกอริทึมการเรียนรู้  ที่จะเลือก

จ านวนของจุดขอบเขตที่ส าคัญ ซึ่งเรียกว่า Support Vectors โดยทั่วไป SVM ใช้ฟังก์ชันเชิง
เส้น (Linear Function) ในการจ าแนกข้อมูลโดยการท าแผนที่เวกเตอร์ของตัวแปรน าเข้าที่ไม่
เป็นเชิงเส้น (Non-linear Input vectors) เข้าไปในพื้นที่หลากมิติ (Higher Dimensional 
Feature Space) รายละเอียดตามภาพท่ี 4 

 
ภาพที่ 4 แบบจ าลอง SVM (SVM Model) 
ที่มา:  (Okay, 2015) 
 

จากภาพที่ 4 ได้แสดงให้ถึงการท างานของ SVM ซึ่งมีพื้นที่น าเข้า 2 มิติ จะเห็นว่า
ขอบเขตที่จ าแนก 2 กลุ่มไม่ได้เป็นเชิงเส้น (Non-linear) โดยจะเริ่มจากการหาพื้นที่เมื่อไม่มีตัว
แยกเชิงเส้นที่มีลักษณะเด่นแยกกัน ซึ่งจะเพิ่มขอบเขตระหว่างกลุ่ม SVM จะท าให้พื้นที่หลาก
มิติ (Higher Dimensional Feature Space) ที่กลุ่มจะกลายเป็นการแยกเชิงเส้น (Linearly 
Separable) โดยการใช้เทคนิค Kernel  

ในปี 2015 Okay ได้ศึกษาความล้มเหลวของบริษัทที่ไม่ใช่การเงินในประเทศตุรกี 
ระหว่างปี 2000-2015 โดยได้เปรียบเทียบความถูกต้องแม่นย าของโมเดลพยากรณ์แบบต่างๆ 
ได้แก่ MDA, QDA, Logit, Probit, DT, NN และ SVM ตัวอย่างบริษัทจ านวน 64 บริษัท ได้แก่ 
บริษัทที่ล้มละลายประกอบด้วย 32 บริษัทตุรกีที่ถูกเพิกถอนจาก The Borsa Istanbul 
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16 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

ตารางท่ี 3 เปรียบเทียบระดับความถูกต้องแม่นย�ำโดยใช้ตัวอย่างทั้งหมด (Comparison 

of Accuracy Levels Using Whole Sample)

ที่มา: ดัดแปลงจาก (Okay, 2015)

	 จากตารางที่ 3 เป็นการเปรียบเทียบระดับความถูกต้องแม่นย�ำโดยใช้ตัวอย่าง

ทั้งหมด จ�ำนวน 64 บริษัท เมื่อท�ำการเปรียบเทียบ 5 โมเดล ปรากฏว่าโมเดลต้นไม้การ

ตัดสินใจ (Decision Tree Model: DT) มีประสิทธิภาพเหนือกว่าโมเดลอ่ืนๆ โดยมีความ

ถูกต้องแม่นย�ำในการพยากรณ์รวมร้อยละ 89.06 (สูงที่สุด) และ Type I Error เท่ากับร้อย

ละ 12.5 (ต�่ำที่สุด) ในขณะที่ MDA และ Probit มีความถูกต้องแม่นย�ำในการพยากรณ์รวม

เท่ากันที่ร้อยละ 79.69 แต่อย่างไรก็ตาม Type I Error ของ MDA เท่ากับร้อยละ 31 ซึ่ง

สูงกว่า Type I Error ของ Probit เท่ากับร้อยละ 18.8 ในที่นี้ไม่ได้น�ำ NN และ SVM มา

เปรียบเทียบ เนื่องจากเป็นโมเดลที่ต้องการตัวอย่างทดลอง (Training Samples) และ

ตัวอย่างทดสอบ (Test Samples)

16 
Markets โดยจับคู่กับบริษัทที่ไม่ล้มเหลวที่มีขนาดสินทรัพย์รวมและปีใกล้เคียงกันจ านวน 32 
บริษัท และใช้อัตราส่วนทางการเงิน (Financial Ratios) จ านวน 16 อัตราส่วนในการศึกษา  

พบว่าตัวแปรทางการบัญชี (Accounting Variables) ที่มีนัยส าคัญต่อการพยากรณ์
ความล้มเหลวของบริษัทก่อน 1-2 ปี ได้แก่ เงินทุนหมุนเวียนต่อสินทรัพย์รวม (Working 
Capital to Total Assets) ก าไรสุทธิต่อสินทรัพย์รวม (Net Income to Total Assets) และ
ก าไรสุทธิต่อหนี้สินรวม (Net Income to Total Liabilities) รายละเอียดผลการศึกษาปรากฏ
ดังนี้ (Okay, 2015) 
 
ตารางที่ 3 เปรียบเทียบระดับความถูกต้องแม่นย าโดยใช้ตัวอย่างทั้งหมด (Comparison of 
Accuracy Levels Using Whole Sample) 
 

Models/ 
Total Accuracy 

 
Failed 

Non-
Failed 

Type I 
Error 

Type II 
Error 

MDA Failed 22 10 31.25%  
79.69% Non-Failed 3 29  9.37% 

QDA Failed 19 13 40.63%  
76.55% Non-Failed 2 30  6.25% 
Logit Failed 25 7 21.88%  

76.56% Non-Failed 8 24  25% 
Probit Failed 26 6 18.75%  
79.69% Non-Failed 7 25  21.88% 

DT Failed 28 4 12.5%  
89.06% Non-Failed 3 29  9.37% 

ที่มา:  ดัดแปลงจาก (Okay, 2015) 
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ตารางที่ 4 การเปรียบเทียบอัตราความถูกต้องแม่นย�ำของตัวอย่างทดสอบ (Comparison 

of Test Samples Accuracy Rates)

นัยส�ำคัญทางสถิติ 0.025 (*) 0.0025 (**) และ 0.001 (***)

ที่มา: (Okay, 2015)

	 จากตารางที ่4 เป็นการเปรยีบเทียบอัตราความถกูต้องแม่นย�ำของตวัอย่างทดสอบ 

(Holdout Samples) พบว่า DT มีความถูกต้องแม่นย�ำต�่ำที่สุดคือร้อยละ 68 ในขณะที่ DT 

มีความถูกต้องแม่นย�ำสูงที่สุด เมื่อใช้ตัวอย่างทั้งหมด (All Samples) สาเหตุอาจจะมาจาก

ปัญหาการเข้ากันเกินไป (Overfitting Problem) คือ การที่โมเดลที่ได้จากการใช้ตัวอย่าง

ทดลอง (Training Sample) มีค่าความถูกต้องแม่นย�ำสูง แต่เมื่อน�ำไปใช้กับข้อมูลทดสอบ 

(Test Sample) ได้ค่าความถูกต้องต�่ำ

	 โมเดลทางสถิติดั้งเดิม (The Traditional Statistical Models) ได้แก่ MDA, QDA, 

Logit และ Probit ได้ผลลัพธ์ไม่แตกต่างกัน ในขณะที่ NN มีความถูกต้องแม่นย�ำสูงที่สุด

ในบรรดาโมเดลทั้งหมด โมเดลที่มีความถูกต้องแม่นย�ำในการพยากรณ์ไม่แตกต่างกัน ใน

การใช้ตัวอย่างทั้งหมดหรือตัวอย่างทดสอบ ถือได้ว่าเป็นโมเดลที่ดี

	 สาเหตุที่ NN มีความถูกต้องแม่นย�ำในการพยากรณ์สูงที่สุดจากงานวิจัยของ Okay 

ในปี 2015 เนื่องจากแบบจ�ำลองดังกล่าวเป็นแขนงย่อยของปัญญาประดิษฐ์ (Artificial 

Intelligence: AI) ซึ่งเป็นแบบจ�ำลองที่มีรูปแบบและโครงสร้างในการท�ำงานของการ

17 
 จากตารางที่ 3 เป็นการเปรียบเทียบระดับความถูกต้องแม่นย าโดยใช้ตัวอย่างทั้งหมด 
จ านวน 64 บริษัท เมื่อท าการเปรียบเทียบ 5 โมเดล ปรากฏว่าโมเดลต้นไม้การตัดสินใจ 
(Decision Tree Model: DT) มีประสิทธิภาพเหนือกว่าโมเดลอื่นๆ โดยมีความถูกต้องแม่นย า
ในการพยากรณ์รวมร้อยละ 89.06 (สูงที่สุด) และ Type I Error เท่ากับร้อยละ 12.5 (ต่ าที่สุด) 
ในขณะที่ MDA และ Probit มีความถูกต้องแม่นย าในการพยากรณ์รวมเท่ากันที่ร้อยละ 79.69 
แต่อย่างไรก็ตาม Type I Error ของ MDA เท่ากับร้อยละ 31 ซึ่งสูงกว่า Type I Error ของ 
Probit เท่ากับร้อยละ 18.8 ในที่น้ีไม่ได้น า NN และ SVM มาเปรียบเทียบ เนื่องจากเป็นโมเดล
ที่ต้องการตัวอย่างทดลอง (Training Samples) และตัวอย่างทดสอบ (Test Samples) 
 
ตารางที่ 4 การเปรียบเทียบอัตราความถูกต้องแม่นย าของตัวอย่างทดสอบ (Comparison of 
Test Samples Accuracy Rates) 
 
Models % of Correct Classifications Value of t 
1.MDA 77.5 3.1** 
2.QDA 79.4 3.3** 
3.LOGIT 76.9 3.0** 
4.PROBIT 76.9 3.0** 
5.DT 68.1 2.1* 
6.NN 81.3 3.5*** 
7.SVM 78.8 3.3** 

นัยส าคญัทางสถิติ 0.025 (*) 0.0025 (**) และ 0.001 (***) 
ที่มา:  (Okay, 2015) 
 
 จากตารางที่ 4 เป็นการเปรียบเทียบอัตราความถูกต้องแม่นย าของตัวอย่างทดสอบ 
(Holdout Samples) พบว่า DT มีความถูกต้องแม่นย าต่ าที่สุดคือร้อยละ 68 ในขณะที่ DT มี
ความถูกต้องแม่นย าสูงที่สุด เมื่อใช้ตัวอย่างทั้งหมด (All Samples) สาเหตุอาจจะมาจากปัญหา
การเข้ากันเกินไป (Overfitting Problem) คือ การที่โมเดลที่ได้จากการใช้ตัวอย่างทดลอง 



การสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวของธุรกิจ

18 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

ประมวลผลเหมือนกับสมองของมนุษย์ โดยสามารถเรียนรู้และปรับเปล่ียนวิธีการประมวล

ผลให้ตอบสนองและสอดคล้องต่อข้อมูลน�ำเข้าได้ดี มีความยืดหยุ่นสูง และสามารถน�ำมา

ใช้กับตัวแปรที่ไม่เป็นเส้นตรง (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556)

ตารางที่ 5 ความสามารถในการพยากรณ์จ�ำแนกตามปีและวิธี (Predictive Ability by 

Decade and Method)

18 
(Training Sample) มีค่าความถูกต้องแม่นย าสูง แต่เมื่อน าไปใช้กับข้อมูลทดสอบ (Test 
Sample) ได้ค่าความถูกต้องต่ า 
 โมเดลทางสถิติดั้งเดิม (The Traditional Statistical Models) ได้แก่ MDA, QDA, 
Logit และ Probit ได้ผลลัพธ์ไม่แตกต่างกัน ในขณะที่ NN มีความถูกต้องแม่นย าสูงที่สุดใน
บรรดาโมเดลท้ังหมด โมเดลที่มีความถูกต้องแม่นย าในการพยากรณ์ไม่แตกต่างกัน ในการใช้
ตัวอย่างทั้งหมดหรือตัวอย่างทดสอบ ถือได้ว่าเป็นโมเดลทีด่ี 
 สาเหตุที่ NN มีความถูกต้องแม่นย าในการพยากรณ์สูงที่สุดจากงานวิจัยของ Okay 
ในปี 2015 เนื่องจากแบบจ าลองดังกล่าวเป็นแขนงย่อยของปัญญาประดิษฐ์ (Artificial 
Intelligence: AI) ซึ่งเป็นแบบจ าลองที่มีรูปแบบและโครงสร้างในการท างานของการ
ประมวลผลเหมือนกับสมองของมนุษย์ โดยสามารถเรียนรู้และปรับเปลี่ยนวิธีการประมวลผลให้
ตอบสนองและสอดคล้องต่อข้อมูลน าเข้าไดด้ี มีความยืดหยุ่นสูง และสามารถน ามาใช้กับตัวแปร
ที่ไม่เป็นเส้นตรง (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556) 
 
ตารางที่ 5 ความสามารถในการพยากรณ์จ าแนกตามปีและวิธี (Predictive Ability by Decade 
and Method) 
 

ช่วงปี Lowest 
Accuracy 

Highest 
Accuracy 

Method(s) Used to Obtain 
Highest Accuracy 

1960’s 79% 92% Univariate DA [Beaver, 1966] 
1970’s 56% 100% Linear Probability [Meyer and Pifer, 

1970] 
MDA ([Edmister, 1972]; [Santomero 
and 
Vinso, 1977]) 

 

 

 

19 
ตารางท่ี 5 ความสามารถในการพยากรณ์จ าแนกตามปีและวิธี (Predictive Ability by Decade  
and Method) (ต่อ) 
 

ช่วงปี Lowest 
Accuracy 

Highest 
Accuracy 

Method(s) Used to Obtain 
Highest Accuracy 

1980’s 20% 100% MDA ([Marais, 1980]; [Betts and 
Behoul, 
1982]; [EI Hennawy and Morris, 1983]; 
[Izan, 1984]; [Takahashi et aI.,1984]; 
[Frydman et aI., 1985])  
Recursive Partitioning Algorithm  
[Frydman et aI., 1985] 
Neural Network [Messier and Hansen, 
1988] 

1990’s 27% 100% Neural Network ([Guan, 1993]; 
[Tsukuda 
and Baba, 1994]; [EI-Temtamy, 1995]) 
Judgmental [Koundinya and Puri, 
1992] 
Cumulative Sums [Theodossiou, 
1993] 

2000’s 27% 100% MDA [Patterson, 2001] 
ที่มา:  (Bellovary, Giacomino, & Akers, 2007) 
 
 จากตารางที่ 5 เป็นการเปรียบเทียบความสามารถในการพยากรณ์จ าแนกตามปีและวิธี 
จากงานวิจัยของ Bellovary, Giacomino, และ Akers ในปี 2007 จะเห็นได้ว่าโมเดลมีความ

18 
(Training Sample) มีค่าความถูกต้องแม่นย าสูง แต่เมื่อน าไปใช้กับข้อมูลทดสอบ (Test 
Sample) ได้ค่าความถูกต้องต่ า 
 โมเดลทางสถิติดั้งเดิม (The Traditional Statistical Models) ได้แก่ MDA, QDA, 
Logit และ Probit ได้ผลลัพธ์ไม่แตกต่างกัน ในขณะที่ NN มีความถูกต้องแม่นย าสูงที่สุดใน
บรรดาโมเดลท้ังหมด โมเดลที่มีความถูกต้องแม่นย าในการพยากรณ์ไม่แตกต่างกัน ในการใช้
ตัวอย่างทั้งหมดหรือตัวอย่างทดสอบ ถือได้ว่าเป็นโมเดลทีด่ี 
 สาเหตุที่ NN มีความถูกต้องแม่นย าในการพยากรณ์สูงที่สุดจากงานวิจัยของ Okay 
ในปี 2015 เนื่องจากแบบจ าลองดังกล่าวเป็นแขนงย่อยของปัญญาประดิษฐ์ (Artificial 
Intelligence: AI) ซึ่งเป็นแบบจ าลองที่มีรูปแบบและโครงสร้างในการท างานของการ
ประมวลผลเหมือนกับสมองของมนุษย์ โดยสามารถเรียนรู้และปรับเปลี่ยนวิธีการประมวลผลให้
ตอบสนองและสอดคล้องต่อข้อมูลน าเข้าไดด้ี มีความยืดหยุ่นสูง และสามารถน ามาใช้กับตัวแปร
ที่ไม่เป็นเส้นตรง (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556) 
 
ตารางที่ 5 ความสามารถในการพยากรณ์จ าแนกตามปีและวิธี (Predictive Ability by Decade 
and Method) 
 

ช่วงปี Lowest 
Accuracy 

Highest 
Accuracy 

Method(s) Used to Obtain 
Highest Accuracy 

1960’s 79% 92% Univariate DA [Beaver, 1966] 
1970’s 56% 100% Linear Probability [Meyer and Pifer, 

1970] 
MDA ([Edmister, 1972]; [Santomero 
and 
Vinso, 1977]) 
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ตารางที่ 5 ความสามารถในการพยากรณ์จ�ำแนกตามปีและวิธี (Predictive Ability by 

Decade and Method) (ต่อ)

ที่มา: (Bellovary, Giacomino, & Akers, 2007)

	 จากตารางที่ 5 เป็นการเปรียบเทียบความสามารถในการพยากรณ์จ�ำแนกตามปี

และวิธี จากงานวิจัยของ Bellovary, Giacomino, และ Akers ในปี 2007 จะเห็นได้ว่า

โมเดลมีความถูกต้องแม่นย�ำในการพยากรณ์สูงสุด (Maximum Accuracy) ถึงร้อยละ 100 

อย่างไรก็ตามความถูกต้องแม่นย�ำในการพยากรณ์ต�่ำสุด (Minimum Accuracy) สูงถึงร้อย

ละ 79 ในช่วงปี 1960 แต่กลับมีค่าลดลงอย่างมากในช่วงปี 1980 ซึ่งเหลือเพียงร้อยละ 20 

กล่าวคือโมเดลท่ีใหม่กว่า (Newer Models) ไม่ได้น�ำมาซึ่งความถูกต้องแม่นย�ำกว่าโมเดล

ดั้งเดิม (Older Models)

19 
ตารางที่ 5 ความสามารถในการพยากรณ์จ าแนกตามปีและวิธี (Predictive Ability by Decade  
and Method) (ต่อ) 
 

ช่วงปี Lowest 
Accuracy 

Highest 
Accuracy 

Method(s) Used to Obtain 
Highest Accuracy 

1980’s 20% 100% MDA ([Marais, 1980]; [Betts and 
Behoul, 
1982]; [EI Hennawy and Morris, 1983]; 
[Izan, 1984]; [Takahashi et aI.,1984]; 
[Frydman et aI., 1985])  
Recursive Partitioning Algorithm  
[Frydman et aI., 1985] 
Neural Network [Messier and Hansen, 
1988] 

1990’s 27% 100% Neural Network ([Guan, 1993]; 
[Tsukuda 
and Baba, 1994]; [EI-Temtamy, 1995]) 
Judgmental [Koundinya and Puri, 
1992] 
Cumulative Sums [Theodossiou, 
1993] 

2000’s 27% 100% MDA [Patterson, 2001] 
ที่มา:  (Bellovary, Giacomino, & Akers, 2007) 
 
 จากตารางที่ 5 เป็นการเปรียบเทียบความสามารถในการพยากรณ์จ าแนกตามปีและวิธี 
จากงานวิจัยของ Bellovary, Giacomino, และ Akers ในปี 2007 จะเห็นได้ว่าโมเดลมีความ

18 
(Training Sample) มีค่าความถูกต้องแม่นย าสูง แต่เมื่อน าไปใช้กับข้อมูลทดสอบ (Test 
Sample) ได้ค่าความถูกต้องต่ า 
 โมเดลทางสถิติดั้งเดิม (The Traditional Statistical Models) ได้แก่ MDA, QDA, 
Logit และ Probit ได้ผลลัพธ์ไม่แตกต่างกัน ในขณะที่ NN มีความถูกต้องแม่นย าสูงที่สุดใน
บรรดาโมเดลท้ังหมด โมเดลที่มีความถูกต้องแม่นย าในการพยากรณ์ไม่แตกต่างกัน ในการใช้
ตัวอย่างทั้งหมดหรือตัวอย่างทดสอบ ถือได้ว่าเป็นโมเดลทีด่ี 
 สาเหตุที่ NN มีความถูกต้องแม่นย าในการพยากรณ์สูงที่สุดจากงานวิจัยของ Okay 
ในปี 2015 เนื่องจากแบบจ าลองดังกล่าวเป็นแขนงย่อยของปัญญาประดิษฐ์ (Artificial 
Intelligence: AI) ซึ่งเป็นแบบจ าลองที่มีรูปแบบและโครงสร้างในการท างานของการ
ประมวลผลเหมือนกับสมองของมนุษย์ โดยสามารถเรียนรู้และปรับเปลี่ยนวิธีการประมวลผลให้
ตอบสนองและสอดคล้องต่อข้อมูลน าเข้าไดด้ี มีความยืดหยุ่นสูง และสามารถน ามาใช้กับตัวแปร
ที่ไม่เป็นเส้นตรง (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556) 
 
ตารางที่ 5 ความสามารถในการพยากรณ์จ าแนกตามปีและวิธี (Predictive Ability by Decade 
and Method) 
 

ช่วงปี Lowest 
Accuracy 

Highest 
Accuracy 

Method(s) Used to Obtain 
Highest Accuracy 

1960’s 79% 92% Univariate DA [Beaver, 1966] 
1970’s 56% 100% Linear Probability [Meyer and Pifer, 

1970] 
MDA ([Edmister, 1972]; [Santomero 
and 
Vinso, 1977]) 

 

 

 



การสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวของธุรกิจ

20 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

ตารางที่ 6 ความสามารถในการพยากรณ์จ�ำแนกตามโมเดล (Predictive Ability by 

Model)

ที่มา: (Bellovary et al., 2007)

	 จากตารางท่ี 6 เป็นการเปรียบเทียบความสามารถในการพยากรณ์จ�ำแนกตาม

โมเดล (Predictive Ability by Model) จากงานวิจัยจะเห็นได้ว่า MDA และ Neural 

Network Models มีความถูกต้องแม่นย�ำในการพยากรณ์สูงที่สุดคือร้อยละ 100 รองลง

มาคือ Logit Analysis มีความถูกต้องแม่นย�ำร้อยละ 98 

	 อย่างไรก็ตามโมเดลที่มีช่วงของความถูกต้องแม่นย�ำดีที่สุด (The Best Accuracy 

Range) คือ Neural Networks ซ่ึงมีค่าระหว่างร้อยละ 71-100 ในขณะที่ MDA มีค่า

ระหว่างร้อยละ 32-100 Logit มีค่าระหว่างร้อยละ 20-98 และ Probit มีค่าระหว่างร้อย

ละ 20-84 ตามล�ำดับ

20 
ถูกต้องแม่นย าในการพยากรณ์สูงสุด (Maximum Accuracy) ถึงร้อยละ 100 อย่างไรก็ตาม
ความถูกต้องแม่นย าในการพยากรณ์ต่ าสุด (Minimum Accuracy) สูงถึงร้อยละ 79 ในช่วงปี 
1960 แต่กลับมีค่าลดลงอย่างมากในช่วงปี 1980 ซึ่งเหลือเพียงร้อยละ 20 กล่าวคือโมเดลที่ใหม่
กว่า (Newer Models) ไม่ได้น ามาซึ่งความถูกต้องแม่นย ากว่าโมเดลดั้งเดิม (Older Models) 
 
ตารางที่ 6 ความสามารถในการพยากรณ์จ าแนกตามโมเดล (Predictive Ability by Model) 
 

Models Lowest 
Accuracy 

Highest 
Accuracy 

Studies which Obtained 
Highest Accuracy 

MDA 32% 100% Edmister (1972); Santomero and 
Vinso (1977); Marais (1980); Betts 
and Belhoul (1982);  
El Hennawy and Morris (1983); Izan 
(1984); Takahashi et al. (1984); 
Frydman et al. (1985); Patterson 
(2001) 

Logit Analysis 20% 98% Dambolena and Shulman (1988) 
Probit Analysis 20% 84% Skogsvik (1990) 
Neural 
Networks 

71% 100% Messier and Hansen (1988); Guan 
(1993); 
Tsukuda and Baba (1994); El-
Temtamy (1995) 

ที่มา:  (Bellovary et al., 2007) 
 
 จากตารางที่ 6 เป็นการเปรียบเทียบความสามารถในการพยากรณ์จ าแนกตามโมเดล 
(Predictive Ability by Model) จากงานวิจัยจะเห็นได้ว่า MDA และ Neural Network 
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ตารางท่ี 7 เปรียบเทียบข้อดีและข้อจ�ำกัดของแต่ละแบบจ�ำลอง

21 
Models มีความถูกต้องแม่นย าในการพยากรณ์สูงท่ีสุดคือร้อยละ 100 รองลงมาคือ Logit 
Analysis มีความถูกต้องแม่นย าร้อยละ 98  

อย่างไรก็ตามโมเดลที่มีช่วงของความถูกต้องแม่นย าดีที่สุด (The Best Accuracy 
Range) คือ Neural Networks ซึ่งมีค่าระหว่างร้อยละ 71-100 ในขณะท่ี MDA มีค่าระหว่าง
ร้อยละ 32-100 Logit มีค่าระหว่างร้อยละ 20-98 และ Probit มีค่าระหว่างร้อยละ 20-84 
ตามล าดับ 
 
ตารางท่ี 7 เปรียบเทียบข้อดีและข้อจ ากัดของแต่ละแบบจ าลอง 
 

แบบจ าลอง ข้อดี ข้อจ ากัด 
MDA 1.เหมาะส าหรบัการใช้ตัวแปร

อิสระหลายตัวในการท านายตัว
แปรตาม  
2.สามารถบอกได้ว่าตัวแปรใด
จ าแนกไดด้ีมากน้อยกว่ากัน 

1.มีข้อสมมติในเรื่องการแจกแจง
ปกติของตัวแปรและความเท่ากัน
ของเมตริกซ์ความแปรปรวนร่วม
ของตัวแปรอิสระของแตล่ะกลุ่ม  
2.เหมาะส าหรบัสมการที่เป็น
เส้นตรง 

QDA ใช้กับเมทริกซ์ความแปรปรวนร่วม
ของ 
ตัวแปรอิสระแตล่ะกลุ่มไม่เท่ากัน 

ใช้ได้กับตัวแปรอสิระที่เป็นตัวแปร
ปริมาณชนิดต่อเนื่องเท่านั้น 

Logit Analysis 1.ไม่ต้องมีข้อสมมติในเรื่องการ
แจกแจงปกติของตัวแปรและ
ความเท่ากันของเมตริกซ์ความ
แปรปรวนร่วมของตัวแปรอิสระ
ของแต่ละกลุม่ 
2.ยืดหยุ่นและง่ายต่อการใช้งาน 

1.เหมาะส าหรบัสมการที่เป็น
เส้นตรง 
2.อธิบายตัวแปรในรูปแบบของ
ความน่าจะเป็น 
 

 

 

22 
ตารางที่ 7 เปรียบเทียบข้อดีและข้อจ ากัดของแต่ละแบบจ าลอง (ต่อ) 
 

แบบจ าลอง ข้อดี ข้อจ ากัด 
Probit Analysis 1.ให้ผลการพยากรณ์ที่ดี ถ้าตัว

แปรมีความสัมพันธ์เชิงเส้น 
2.สะดวกและง่ายต่อการท าความ
เข้าใจ 

1.เหมาะส าหรบัสมการที่เป็น
เส้นตรง 
2.อธิบายตัวแปรในรูปแบบของ
ความน่าจะเป็น 

DT ง่ายต่อการท าความเข้าใจและการ
แปลความหมาย 

อาจเกิดปัญหา overfitting หรือ 
under fitting โดยเฉพาะชุด
ข้อมูลที่มีขนาดเล็ก 

Neural 
Networks 

1.มีความยืดหยุ่นสูง 
2.สามารถใช้ได้กับตัวแปรที่ไมเ่ป็น
เส้นตรง 
3.สามารถเรียนรู้ได้ดีและ
ประยุกต์ใช้ได้หลากหลาย 

1.อธิบายความสัมพันธ์ของตัวแปร
ได้ยาก 
2.หลักการท างานมีความซับซ้อน 
3.ไม่มีหลักการตายตัวในการ
ก าหนดโครงสร้างของโครงข่าย 

SVM 1.ไม่ค่อยเกดิปัญหา overfitting 
มากเหมือนกับ Neural Network 
2.มี kernel function ที่สามารถ
เปลี่ยนข้อมลูที่มีมติิ (dimension) 
ที่ต่ ากว่าให้มีมิติทีสู่งขึ้นเพื่อให้การ
แบ่งข้อมูลแบบ linear model 
ได ้

การท างานทางทฤษฎีของ SVM 
ค่อนข้างเข้าใจยากพอสมควร 

 
ที่มา:  (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556; เอกสิทธิ์ พัชรวงศ์ศักดา, 2557) 
  



การสังเคราะห์งานวิจัยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวของธุรกิจ

22 วารสารบัญชีปริทัศน์ มหาวิทยาลัยราชภัฏเชียงราย
ปีที่ 1 ฉบับที่ 2 (กรกฎาคม – ธันวาคม 2559)

ตารางท่ี 7 เปรียบเทียบข้อดีและข้อจ�ำกัดของแต่ละแบบจ�ำลอง (ต่อ)

ที่มา: (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556; เอกสิทธ์ิ พัชรวงศ์ศักดา, 2557)

สรุป

	 แบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวมีความส�ำคัญและจ�ำเป็นต่อบริษัท

และผู้มีส่วนได้เสียทุกฝ่าย โดยแบบจ�ำลองการพยากรณ์ภาวะความล้มเหลวมีหลายชนิด

ได้แก่ แบบจ�ำลองทางสถิติดั้งเดิม คือ MDA, QDA, Logit และ Probit และแบบจ�ำลองการ

เรียนรู้ของเคร่ืองจักร คือ DT, ANN และ SVM ซึ่งแบบจ�ำลองแต่ละชนิดจะมีข้อได้เปรียบ

และข้อจ�ำกัดที่แตกต่างกันไป ดังนั้นการเลือกใช้แบบจ�ำลองแต่ละชนิดจึงจ�ำเป็นต้องมีการ

ศึกษาข้อมูลอย่างละเอียดถ่ีถ้วน รวมถึงข้อดีหรือข้อได้เปรียบและข้อจ�ำกัดของแต่ละแบบ

จ�ำลอง เพือ่ให้ได้แบบจ�ำลองทีเ่หมาะสมและสอดคล้องกบัวตัถปุระสงค์ในการพยากรณ์และ

ลักษณะของข้อมูลท่ีใช้ในการพยากรณ์ ซึ่งหากเลือกใช้แบบจ�ำลองที่เหมาะสมก็จะส่งผลต่อ

ความถูกต้องแม่นย�ำในการพยากรณ์มากยิ่งขึ้น โดยสามารถส่งสัญญาณเตือนภัยล่วงหน้า

22 
ตารางที่ 7 เปรียบเทียบข้อดีและข้อจ ากัดของแต่ละแบบจ าลอง (ต่อ) 
 

แบบจ าลอง ข้อดี ข้อจ ากัด 
Probit Analysis 1.ให้ผลการพยากรณ์ที่ดี ถ้าตัว

แปรมีความสัมพันธ์เชิงเส้น 
2.สะดวกและง่ายต่อการท าความ
เข้าใจ 

1.เหมาะส าหรบัสมการที่เป็น
เส้นตรง 
2.อธิบายตัวแปรในรูปแบบของ
ความน่าจะเป็น 

DT ง่ายต่อการท าความเข้าใจและการ
แปลความหมาย 

อาจเกิดปัญหา overfitting หรือ 
under fitting โดยเฉพาะชุด
ข้อมูลที่มีขนาดเล็ก 

Neural 
Networks 

1.มีความยืดหยุ่นสูง 
2.สามารถใช้ได้กับตัวแปรที่ไมเ่ป็น
เส้นตรง 
3.สามารถเรียนรู้ได้ดีและ
ประยุกต์ใช้ได้หลากหลาย 

1.อธิบายความสัมพันธ์ของตัวแปร
ได้ยาก 
2.หลักการท างานมีความซับซ้อน 
3.ไม่มีหลักการตายตัวในการ
ก าหนดโครงสร้างของโครงข่าย 

SVM 1.ไม่ค่อยเกดิปัญหา overfitting 
มากเหมือนกับ Neural Network 
2.มี kernel function ที่สามารถ
เปลี่ยนข้อมลูที่มีมติิ (dimension) 
ที่ต่ ากว่าให้มีมิติทีสู่งขึ้นเพื่อให้การ
แบ่งข้อมูลแบบ linear model 
ได ้

การท างานทางทฤษฎีของ SVM 
ค่อนข้างเข้าใจยากพอสมควร 

 
ที่มา:  (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556; เอกสิทธิ์ พัชรวงศ์ศักดา, 2557) 
  

22 
ตารางที่ 7 เปรียบเทียบข้อดีและข้อจ ากัดของแต่ละแบบจ าลอง (ต่อ) 
 

แบบจ าลอง ข้อดี ข้อจ ากัด 
Probit Analysis 1.ให้ผลการพยากรณ์ที่ดี ถ้าตัว

แปรมีความสัมพันธ์เชิงเส้น 
2.สะดวกและง่ายต่อการท าความ
เข้าใจ 

1.เหมาะส าหรบัสมการที่เป็น
เส้นตรง 
2.อธิบายตัวแปรในรูปแบบของ
ความน่าจะเป็น 

DT ง่ายต่อการท าความเข้าใจและการ
แปลความหมาย 

อาจเกิดปัญหา overfitting หรือ 
under fitting โดยเฉพาะชุด
ข้อมูลที่มีขนาดเล็ก 

Neural 
Networks 

1.มีความยืดหยุ่นสูง 
2.สามารถใช้ได้กับตัวแปรที่ไมเ่ป็น
เส้นตรง 
3.สามารถเรียนรู้ได้ดีและ
ประยุกต์ใช้ได้หลากหลาย 

1.อธิบายความสัมพันธ์ของตัวแปร
ได้ยาก 
2.หลักการท างานมีความซับซ้อน 
3.ไม่มีหลักการตายตัวในการ
ก าหนดโครงสร้างของโครงข่าย 

SVM 1.ไม่ค่อยเกดิปัญหา overfitting 
มากเหมือนกับ Neural Network 
2.มี kernel function ที่สามารถ
เปลี่ยนข้อมลูที่มีมติิ (dimension) 
ที่ต่ ากว่าให้มีมิติทีสู่งขึ้นเพื่อให้การ
แบ่งข้อมูลแบบ linear model 
ได ้

การท างานทางทฤษฎีของ SVM 
ค่อนข้างเข้าใจยากพอสมควร 

 
ที่มา:  (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556; เอกสิทธิ์ พัชรวงศ์ศักดา, 2557) 
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ทางการเงินได้ทันเวลา และมีประโยชน์อย่างมากในทางปฏิบัติต่อผู้มีส่วนได้เสีย ผู้สอบบัญชี 

ผู้จัดการ เจ้าหนี้และนักวิเคราะห์ (จีรนันท์ เขิมขันธ์ & สุรชัย จันทร์จรัส, 2556)
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