
บทคัดย่อ
	 การวิจัยครั้งน้ีมีวัตถุประสงค์เพื่อ 1) ศึกษาประสิทธิภาพของโมเดลท�ำนายแผนการเรียนของ
นกัเรียนในการศกึษาต่อระดบัมธัยมศกึษาตอนปลายทีไ่ด้จากการวเิคราะห์ด้วยเครือข่ายใยประสาท ซพัพอร์ต
เวกเตอร์แมชชีน ต้นไม้ตัดสินใจ และเอ็นเซ็มเบ้ิลโหวต และ 2) เปรียบเทียบประสิทธิภาพของโมเดล
ท�ำนายแผนการเรียนของนักเรียนในการศึกษาต่อระดับมัธยมศึกษาตอนปลายที่ได้จากการวิเคราะห์ด้วย
แต่ละเทคนิค ประชากรที่ใช้ในการวิจัยครั้งนี้คือ นักเรียนชั้น ม.6 โรงเรียนสาธิตจุฬาลงกรณ์มหาวิทยาลัย  
ฝ่ายมัธยม ตัวอย่าง คือ นักเรียนรุ่นที่ 50 ถึง รุ่นที่ 53 จ�ำนวน 787 คน ใช้โปรแกรมคอมพิวเตอร์ใน 
การวิเคราะห์ข้อมูล ผลการวิจัยสรุปว่า โมเดลท�ำนายแผนการเรียนที่ได้จากการวิเคราะห์ด้วยแต่ละ 
เทคนิคมีประสิทธิภาพการท�ำนายไม่แตกต่างกันมากนัก ส�ำหรับโมเดลที่มีประสิทธิภาพการท�ำนาย 
ดีที่สุด คือ โมเดล S-E ซึ่งเป็นโมเดลที่สามารถใช้ท�ำนายกลุ่มการเรียนที่เหมาะสมกับนักเรียนใน  
2 กลุ ่มการเรียนหลัก ได้แก่ กลุ ่มการเรียนวิทย์ และกลุ ่มการเรียนศิลป์ โดยมีประสิทธิภาพของ 
การท�ำนายด้วยเทคนิคเอ็นเซ็มเบ้ิลโหวตได้ถูกต้องสูงที่สุด คิดเป็นร้อยละ 80.05 นอกจากนี้ยังพบว่า  
ผลการเรียนเฉลี่ยกลุ่มสาระการเรียนรู้คณิตศาสตร์ ระดับมัธยมศึกษาตอนต้น มีความส�ำคัญและมีอิทธิพล
ต่อการเลือกแผนการเรียนเป็นอย่างมาก
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Abstract
	 The purposes of this research were to: (1) study the effectiveness of the prediction 
model for futuring study plans from a neural network, support vector machine, decision tree, 
and ensemble vote; and (2) compare the effectiveness of the prediction model for futuring 
study plans from those techniques. The research population included 787 Mathayom 
6 students of Chulalongkorn University Demonstration School including Chulalongkorn 
University Demonstration School Class of 50–53. A computer program was used to analyse 
the neural network, support vector machine, decision tree, and ensemble vote. The research 
results indicate that there were only slight differences in the prediction model for futuring 
study plans from each technique. The S-E model could predict two suitable majors, with  
its best predictive performance for Science and Art. The S-E model with ensemble vote  
had an efficiency of 80.05 percent. Besides, the lower secondary school level GPA in 
Mathematics was the most important and had the greatest influence on the study  
plan selection. 

Keywords: neural network, support vector machine, decision tree, ensemble vote 

126     วารสารครุศาสตร์ ปีที่ 48 ฉบับที่ 3 (กรกฎาคม - กันยายน 2563)

บทน�ำ 

	 การจัดการศึกษาตามหลักสูตรมัธยมศึกษาตอนปลายในประเทศไทย แบ่งเป็น 

แผนการเรียนตามความถนัดและความสนใจของนักเรียน เพื่อมุ่งเน้นการเพิ่มพูนความรู้และ

ทกัษะเฉพาะด้าน สนองตอบความสามารถ ความถนดัและความสนใจของนกัเรยีนแต่ละคนทัง้ 

ด้านวชิาการและวชิาชพี นกัเรยีนสามารถน�ำความรู้ไปประยกุต์ใช้ให้เกดิประโยชน์ในการศกึษา

ต่อและการประกอบอาชีพในอนาคตได้ (กระทรวงศึกษาธิการ, 2552) แผนการเรียนเหล่าน้ี 

มุง่เน้นเนือ้หาในแต่ละกลุม่สาระวชิาท่ีแตกต่างกนัออกไป น�ำไปสูก่ารศกึษาในระดับอดุมศึกษา

และอาชีพทีแ่ตกต่างกนั นกัเรียนทีเ่ลอืกเรียนในบางแผนการเรยีนจะมทีางเลอืกทางการศกึษา

ในระดับอดุมศกึษาและอาชพีในอนาคตทีจ่�ำกดั ดงันัน้ การเลอืกแผนการเรยีนในการศกึษาต่อ

ระดับมัธยมศึกษาตอนปลายในระบบการศึกษาของประเทศไทย จึงนับได้ว่าเป็นการตัดสินใจ 

ทางอาชีพครั้งส�ำคัญส�ำหรับนักเรียนชั้นมัธยมศึกษาปีที่ 3 ถ้านักเรียนเลือกแผนการเรียนที ่

ไม่ตรงกบัความสามารถหรอืความสนใจทีต่นเองถนดัย่อมน�ำไปสูปั่ญหาทีต่ามมา คอื เรยีนไม่ทนั

เพือ่น เรยีนไม่รูเ้รือ่ง เบือ่หน่ายในการเรยีน มผีลการเรียนท่ีไม่ดี ท�ำให้นกัเรียนรู้สึกไม่มัน่ใจ และ

กลัวว่าจะเรียนไม่จบ จนมีผลท�ำให้ต้องเปลี่ยนแผนการเรียนหรือลาออกจากการเป็นนักเรียน 
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(กรมวิชาการ, 2533; ปรัศนีย์ อุ้มเครือ, 2554; สุพัฒน์กุล ภัคโชค, 2555)

	 โรงเรียนสาธิตจุฬาลงกรณ์มหาวิทยาลัย ฝ่ายมัธยม เป็นสถานศึกษาที่จัดตั้งขึ้นโดยมี

วตัถุประสงค์เพือ่เป็นสถานฝึกหดัวชิาชพีคร ู(laboratory school) ส�ำหรบันสิติคณะครศุาสตร์ 

และจัดการศึกษาระดับชั้นมัธยมศึกษาให้กับนักเรียนทุกคนตามความสนใจ ความถนัด และ

ศักยภาพของแต่ละบุคคล โดยเฉพาะอย่างยิ่งนักเรียนชั้นมัธยมศึกษาปีที่ 3 เป็นระดับชั้นที่

ส�ำคัญต่อการตัดสินใจเลือกศึกษาต่อในระดับมัธยมศึกษาตอนปลาย การเลือกศึกษาต่อใน

แผนการเรียนท่ีเหมาะกับความสามารถและความสนใจของตนเองถนัดมากที่สุดจะท�ำให้

นักเรียนสามารถเรียนรู้ได้อย่างมีความสุขและประสบความส�ำเร็จตามเป้าหมายในอนาคต  

หากนักเรียนเลือกแผนการเรียนที่ไม่ตรงกับความสามารถหรือความสนใจที่ตนเองถนัดแล้ว 

นักเรียนอาจตัดสินใจเปลี่ยนแผนการเรียนในภายหลัง ซึ่งการเปลี่ยนแผนการเรียนกลางคัน

ท�ำให้เกิดการสูญเปล่าทางการเรียน กล่าวคือ สูญเสียทั้งเวลาและโอกาส (สุพัฒน์กุล ภัคโชค, 

2555; หน่วยทะเบียนและประเมินผล, 2560)

	 ข้อมูลสถิติจ�ำนวนนักเรียนแผนการเรียนวิทย์-คณิต โรงเรียนสาธิตจุฬาลงกรณ์

มหาวิทยาลัย ฝ่ายมัธยม ปีการศึกษา 2556–2559 ของหน่วยทะเบียนและประเมินผล 

(2560) (ตาราง 1) พบว่า นักเรียนแผนการเรียนวิทย์-คณิตจ�ำนวนหนึ่งท�ำเร่ืองขอย้าย 

แผนการเรยีนระหว่างการเรยีนไปเรียนแผนการเรยีนอืน่ เช่น ศลิป์-คณติ  ศลิป์-ภาษา  ศลิป์-อทส  

(ภาษาอังกฤษ-ไทย-สงัคม) นักเรยีนกลุ่มน้ีเกดิการสญูเปล่าในการเรยีนวชิาคณติศาสตร์เพิม่เตมิ 

ฟ ิสิกส ์ เคมี และชีววิทยา ที่ ได ้เรียนมาก่อนหน้านี้  หรือแม้แต ่นักเรียนที่ย ้ายจาก 

แผนการเรียนศิลป์-คณิตไปยังแผนการเรียนศิลป์อื่น ก็เกิดการสูญเปล่าในการเรียนวิชา

คณิตศาสตร์เพิ่มเติมเช่นกัน
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ตาราง 1  

ข้อมูลสถิติจ�ำนวนนักเรียนแผนการเรียนวิทย์-คณิต โรงเรียนสาธิตจุฬาลงกรณ์มหาวิทยาลัย ฝ่ายมัธยม  

ปีการศึกษา 2556–2559

นักเรียน

รุ่น

ปีการศึกษา

2556 2557 2558 2559

ภาคเรยีน

ที่ 1

ภาคเรยีน

ที่ 2

ภาคเรยีน

ที่ 1

ภาคเรยีน

ที่ 2

ภาคเรยีน

ที่ 1

ภาคเรยีน

ที่ 2

ภาคเรยีน

ที่ 1

ภาคเรยีน

ที่ 2

CUD 50 136 135 135 135 - - - -

CUD 51 139 130 120 118 115 115 - -

CUD 52 - - 134 125 123 119 116 116

หมายเหตุ:  หน่วย: คน

	 ผู้วิจัยในฐานะอาจารย์ประจ�ำชั้นมัธยมศึกษาปีที่ 3 ตั้งแต่ปีการศึกษา 2559 สนใจ

ศึกษาตัวแปรท่ีจะสามารถท�ำนายแผนการเรียนที่เหมาะสมส�ำหรับนักเรียนในการศึกษา

ต่อระดับมัธยมศึกษาตอนปลาย จากการสังเคราะห์ผลงานวิจัยที่เกี่ยวข้องกับการเลือก 

แผนการเรียนตั้งแต่ปี พ.ศ. 2538 ถึงปี พ.ศ. 2558 พบว่า ตัวแปรที่ส่งผลต่อการเลือก 

แผนการเรยีนอย่างมนียัส�ำคญัทางสถติส่ิวนใหญ่ คอื ผลการเรียนเฉล่ียสะสมในระดับมธัยมศกึษา

ตอนต้น (จินตนา โนนวงศ์ และคณะ, 2558; จิราลักษณ์ ฤทธิเดชโยธิน, 2544; ทิศาวุฒิ  

โชตนิสิากรณ์, 2545; ปุณฑิกา รามพดุซา, 2547; รตันกรณ์ ชนะข�ำ, 2545; สพุฒัน์กลุ ภคัโชค, 2555;  

สุมิตรา ศรีชูชาติ, 2538; สุริชา เชื้อวงค์, 2552) อย่างไรก็ตาม เพื่อความละเอียดในการท�ำนาย

แผนการเรียนให้มคีวามถูกต้องและชดัเจนมากยิง่ขึน้ ผูวิ้จยัปรบัตัวแปรผลการเรยีนเฉลีย่สะสม

ในระดับมัธยมศึกษาตอนต้น เนื่องจากในแต่ละแผนการเรียนมีจุดเน้นในเนื้อหาที่แตกต่างกัน 

เช่น แผนการเรียนวิทย์-คณิต เป็นกลุ่มที่เน้นการเรียนรู้ในวิชาวิทยาศาสตร์และคณิตศาสตร์ 

แผนการเรียนศิลป์-คณิต เป็นกลุ่มท่ีเน้นการเรียนรู้ในวิชาคณิตศาสตร์และภาษาอังกฤษ 

และแผนการเรียนศิลป์-ภาษา เป็นกลุ่มที่เน้นการเรียนรู้ในวิชาภาษาอังกฤษและภาษาไทย  

(กรมสามัญศึกษา, 2546; Sintanakul & Sanrach, 2016) ผู้วิจัยปรับตัวแปรโดยแยกออก

เป็นตัวแปรผลการเรียนเฉลี่ย 5 กลุ่มสาระการเรียนรู้ ประกอบด้วย ภาษาไทย คณิตศาสตร์ 

วิทยาศาสตร์ สังคมศึกษา และภาษาต่างประเทศ เพ่ือน�ำมาใช้ในการสร้างโมเดลท�ำนาย 
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แผนการเรยีน หากสามารถท�ำนายแผนการเรยีนทีเ่หมาะสมกบัคณุลกัษณะหรอืความถนดัของ

นักเรียนได้ ย่อมเป็นการสนับสนุนนักเรียนให้สามารถตัดสินใจเลือกแผนการเรียนที่เหมาะสม

กับตนได้ น�ำไปสู่การเรียนรู้ในระดับมัธยมศึกษาตอนปลายอย่างมีคุณภาพ ตลอดจนน�ำไปสู ่

ความพร้อมที่จะศึกษาต่อในระดับการศึกษาที่สูงขึ้นต่อไป

	 ในการสร้างโมเดลท�ำนายแผนการเรียนของนักเรียนจ�ำเป็นต้องอาศัยการวิเคราะห์

จ�ำแนกประเภทข้อมลูออกเป็นกลุม่ ๆ  ซึง่ต้องทราบล่วงหน้าว่ามกีลุม่อะไรบ้างและมข้ีอมลูของ

หน่วยตัวอย่างในแต่ละกลุ่มก่อน เครือข่ายใยประสาท (neural network: NN) และซัพพอร์ต

เวกเตอร์แมชชีน (support vector machine: SVM) ต่างเป็นเทคนิคการวิเคราะห์รูปแบบ

ใหม่ที่มักถูกน�ำมาใช้ในการจ�ำแนกประเภทของข้อมูลในปัจจุบัน (ก้องเกียรติ บุญเสริม, 2552;  

ศจีมาจ ขวัญเมือง, 2548) นอกจากนี้ ยังมีการประยุกต์วิธีวิเคราะห์ข้อมูลจากศาสตร์ทาง

วทิยาการคอมพวิเตอร์มาใช้จาํแนกประเภทของข้อมลูทีเ่รียกว่า ต้นไม้ตัดสินใจ (decision tree: 

DT) (กฤษณะ ไวยมัย และคณะ, 2544) คุณสมบัติเด่นของต้นไม้ตัดสินใจ คือ มีความยืดหยุ่น 

และมีความสามารถในการประมวลผลและท�ำนายผลได้อย่างแม่นย�ำ โดยมีรูปแบบโครงสร้าง

ที่มีลําดับข้ันของการตัดสินใจ (Rokach, 2008) ลักษณะคล้ายกับต้นไม้กลับหัวที่มีรากอยู ่

ด้านบน และใบอยู่ด้านล่างสุด ทั้งเครือข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน และต้นไม้

ตัดสินใจ ต่างเป็นเทคนิคที่มีขั้นตอนการจ�ำแนกประเภทข้อมูลเริ่มจากการแบ่งข้อมูลเป็นสอง

ส่วน ได้แก่ ข้อมูลฝึกฝน (training data) และข้อมูลทดสอบ (testing data) แต่ละชุดข้อมูล

ประกอบด้วยข้อมลูของตวัแปรท�ำนาย และกลุ่มท่ีแต่ละหน่วยตัวอย่างเป็นสมาชกิ ข้อมลูฝึกฝน

จะถกูน�ำไปใช้ในการสร้างโมเดลการจ�ำแนกประเภท และโมเดลนีจ้ะถกูน�ำไปใช้จ�ำแนกประเภท

ข้อมูลของหน่วยตัวอย่างในข้อมูลทดสอบ โมเดลท่ีได้รับการทดสอบว่ามีความถูกต้องสูงก็จะ 

ถูกน�ำไปใช้ท�ำนายข้อมูลใหม่ต่อไป

	 แม้ว่าเทคนิควิธีการจ�ำแนกและท�ำนายข้อมูลจะถูกพัฒนาข้ึนเพ่ือให้ผลการวิเคราะห์

มีความแม่นย�ำมากย่ิงข้ึน แต่ในปัจจุบันยังไม่มีงานวิจัยใดที่ศึกษาประสิทธิภาพของโมเดล 

การท�ำนายแผนการเรยีนโดยใช้เทคนคิวธิท้ัีงสามเทคนคิวธิร่ีวมกันหรอืทีเ่รยีกว่า การวเิคราะห์

เอ็นเซ็มเบ้ิลโหวต (ensemble vote) ซึ่งเป็นเทคนิคการท�ำนายข้อมูลโดยการสร้างโมเดล

จ�ำแนกประเภทข้อมูลหลายโมเดลโดยใช้ชุดข้อมูลฝึกฝนชุดเดียวกันด้วยเทคนิคการวิเคราะห์

มากกว่าหนึ่งเทคนิค เพ่ือช่วยกันท�ำนายกลุ่มประเภทข้อมูลด้วยวิธีการโหวตเสียงข้างมาก 
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เทคนิคนี้มีประสิทธิภาพดีกว่าการใช้โมเดลจ�ำแนกประเภทข้อมูลเพียงโมเดลเดียว (เอกสิทธิ์ 

พชัรวงศ์ศักดา, 2557) งานวจิยันีผู้ว้จิยัสนใจศกึษาประสิทธภิาพของโมเดลท�ำนายแผนการเรียน 

ได้จากการวิเคราะห์โดยใช้เอ็นเซ็มเบิ้ลโหวตร่วมกันระหว่างเครือข่ายใยประสาท ซัพพอร์ต 

เวกเตอร์แมชชีนและต้นไม้ตัดสินใจ ตามกรอบแนวคิดในการวิจัย (ภาพ 1) เพื่อให้ได้

โมเดลท�ำนายแผนการเรียนของนักเรียนในการศึกษาต่อในระดับมัธยมศึกษาตอนปลายที่มี

ประสทิธภิาพมากท่ีสดุ ซึง่จะช่วยให้นกัเรยีนสามารถเลอืกเรยีนในแผนการเรยีนทีเ่หมาะสมกบั

ตนเองมากยิ่งขึ้น และจะเป็นประโยชน์ให้ผู้ที่สนใจได้ใช้เป็นแนวทางในการศึกษาต่อไป

ภาพ 1 

กรอบแนวคิดการวิจัย

วัตถุประสงค์   

	 1. เพื่อศึกษาประสิทธิภาพของโมเดลท�ำนายแผนการเรียนของนักเรียนในการศึกษา

ต่อระดับมัธยมศึกษาตอนปลายท่ีได้จากการวิเคราะห์ด้วยเครือข่ายใยประสาท ซัพพอร์ต 

เวกเตอร์แมชชีน ต้นไม้ตัดสินใจ และเอ็นเซ็มเบิ้ลโหวตร่วมกันระหว่างสามเทคนิคดังกล่าว
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	 2. เพื่อเปรียบเทียบประสิทธิภาพของโมเดลท�ำนายแผนการเรียนของนักเรียนใน 

การศึกษาต่อระดับมัธยมศึกษาตอนปลายที่ได้จากการวิเคราะห์ด้วย 1) เครือข่ายใยประสาท 

2) ซัพพอร์ตเวกเตอร์แมชชีน 3) ต้นไม้ตัดสินใจ และ 4) เอ็นเซ็มเบิ้ลโหวตร่วมกันระหว่างสาม

เทคนิคดังกล่าว

วิธีการวิจัย   

	 1. ประชากรและตัวอย่าง

	     ประชากรท่ีใช้ในการวิจัยครั้งนี้ คือ นักเรียนชั้น ม.6 โรงเรียนสาธิตจุฬาลงกรณ์

มหาวทิยาลยั ฝ่ายมธัยม ตวัอย่าง คอื นกัเรยีนชัน้ ม.6 รุน่ที ่50–53 จ�ำนวนทัง้สิน้ 787 คน โดย

ผูว้จิยัก�ำหนดขนาดตวัอย่างในการสร้างโมเดลการจ�ำแนกด้วยเทคนคิซพัพอร์ตเวกเตอร์แมชชนี

และต้นไม้ตัดสินใจเพื่อให้ได้ค่าพารามิเตอร์ท่ีน่าเชื่อถือ ซ่ึงต้องอาศัยข้อมูลในการวิเคราะห์ 

อย่างน้อย 500 คน (Kavzoglu & Colkesen, 2012; Vanajakshi & Rilett, 2004) และ

สอดคล้องกับการกําหนดขนาดตัวอย่างข้ันต�่ำในการวิเคราะห์ด้วยเครือข่ายใยประสาท 

(Garson, 1998) สรุปจ�ำนวนนักเรียนจ�ำแนกตามรุ่นและแผนการเรียน (ตาราง 2)

ตาราง 2  

จ�ำนวนตัวอย่างนักเรียนชั้น ม.6 โรงเรียนสาธิตจุฬาลงกรณ์มหาวิทยาลัย ฝ่ายมัธยม จ�ำแนกตามรุ่นและ

แผนการเรียน

รุ่นนักเรียน

สาธิตจุฬาฯ

จ�ำนวนนักเรียน (คน)

วิทย์-คณิต ศิลป์-คณิต ศิลป์-ภาษา ศิลป์-อทส รวม

CUD50 135 36 20 21 212

CUD51 115 43 23 10 191

CUD52 116 33 31 14 194

CUD53 109 44 30 7 190

รวม 475 156 104 52 787

ร้อยละ 60.36 19.82 13.21 6.61 100.00

	 2.  การเก็บรวบรวมข้อมูล

	      2.1 ด�ำเนินการติดต่อหน่วยทะเบียนและประเมินผล โรงเรียนสาธิตจุฬาลงกรณ์
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มหาวิทยาลัย ฝ่ายมัธยม เพื่อขอข้อมูลประวัติผลการเรียนเฉลี่ย (GPA) กลุ่มสาระการเรียนรู้

ภาษาไทย คณติศาสตร์ วทิยาศาสตร์ สงัคมศกึษาฯ และภาษาต่างประเทศ ในระดับมธัยมศกึษา

ตอนต้น ของนักเรียนชั้น ม.6 รุ่นที่ 50 ถึงรุ่นที่ 53 

	      2.2 น�ำข้อมูลผลการเรียน (GPA) ของนักเรียนแต่ละคนมาจับคู่กับแผนการเรียน 

ที่นักเรียนคนนั้นศึกษาอยู่ในชั้น ม.6 

	 3.  การวิเคราะห์ข้อมูล

	      3.1 เน่ืองจากจ�ำนวนตัวอย่างในแต่ละแผนการเรียนไม่เท่ากัน ซึ่งส่งผลต่อความ

แกร่งของสถิติที่ใช้ในการวิเคราะห์ อาจท�ำให้ผลการวิเคราะห์ขาดความน่าเชื่อถือได้ (Hair et 

al., 2010) ผู้วิจัยจึงวิเคราะห์ข้อมูลโดยแบ่งเป็นสองโมเดล ดังนี้

	 	 1) โมเดล S-M-L-T วิเคราะห์โดยใช้ตัวอย่างทั้งหมดทุกแผนการเรียน ได้แก่ 

แผนการเรียนวิทย์-คณิต (Science-Math), ศลิป์-คณิต (English-Math), ศลิป์-ภาษา (English-

Language) และศิลป์-ทั่วไป (English-Thai & Social) 

	 	 2) โมเดล S-E  วิเคราะห์โดยใช้การยุบรวมตัวอย่างให้เหลือเพียง 2 กลุ่ม ซึ่ง

ตัวอย่างในแผนการเรียนวิทย์-คณิต ให้ชื่อว่า “กลุ่มวิทย์” (Science) และตัวอย่างนักเรียนใน

แผนการเรียนศิลป์-คณิต, ศิลป์-ภาษา และศิลป์-ทั่วไป ยุบรวมเป็นกลุ่มเดียว ให้ชื่อว่า “กลุ่ม

ศิลป์” (English)   

	         3.2   ใช้การวเิคราะห์ด้วยเทคนคิเอน็เซ็มเบิล้โหวตร่วมกันระหว่างเครอืข่ายใยประสาท  

ซัพพอร์ตเวกเตอร์แมชชีน และต้นไม้ตัดสินใจ โดยใช้โปรแกรมคอมพิวเตอร์

 	      3.3 ในการแบ่งข้อมูลเพื่อใช้ในการทดสอบประสิทธิภาพของโมเดลที่ได้จาก 

การวิเคราะห์ด้วยเทคนิคเครือข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน และต้นไม้ตัดสินใจ 

จะใช้วิธี 10-fold cross-validation test 

	      3.4 ส�ำหรับการวัดประสิทธิภาพของโมเดล พิจารณาจากค่าความถูกต้องใน 

การจ�ำแนกข้อมูล เรียกว่าค่า accuracy โดยค�ำนวณจากจ�ำนวนหน่วยตัวอย่างที่ได้รับ 

การท�ำนายกลุ่มได้อย่างถูกต้องทั้งหมดหารด้วยจ�ำนวนหน่วยตัวอย่างทั้งหมด 

ผลการวิจัย

	 ผู้วิจัยน�ำเสนอผลการวิจัย ดังนี้
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	 1. ผลการวิเคราะห์ด้วยเทคนิคเครือข่ายใยประสาท

 	       ผลการวเิคราะห์ข้อมลูท�ำให้ได้โครงสร้างเครอืข่ายใยประสาทของโมเดล S-M-L-T  

และโมเดล S-E (ภาพ 2 - 3) โดยภายในโครงสร้างเครือข่ายใยประสาทของแต่ละโมเดล พบว่า 

มีเส้นเชื่อมโยงแสดงถึงค่าน�้ำหนักระหว่าง Input node (ตัวแปรท�ำนาย) และ Hidden node 

ซึ่งเป็นองค์ประกอบของโครงสร้าง (ตาราง 3) ผลการวิเคราะห์ พบว่า ตัวแปรท�ำนายในโมเดล 

S-M-L-T สามารถเรยีงล�ำดบัความส�ำคญัตามผลรวมค่าสมับรูณ์ของน�ำ้หนกัของตวัแปรท�ำนาย

ที่ใช้ในการวิเคราะห์จากมากไปน้อย คือ MathGPA (29.832), SciGPA (23.585), SocGPA 

(22.540), EngGPA (20.857) และ ThaGPA (15.221) ตามล�ำดับ และส�ำหรับโมเดล S-E 

สามารถเรยีงล�ำดบัความส�ำคญัของตวัแปรท�ำนายตามผลรวมค่าสมับรูณ์ของน�ำ้หนักของตวัแปร

ท�ำนายจากมากไปน้อย คือ MathGPA (36.721), SciGPA (32.566), ThaGPA (26.406), 

SocGPA (24.865) และ EngGPA (17.295) ตามล�ำดับ

ภาพ 2  						     ภาพ 3  

โครงสร้างเครือข่ายใยประสาทของโมเดล S-M-L-T 	 โครงสร้างเครอืข่ายใยประสาทของโมเดล S-E

ตาราง 3  

ค่าน�้ำหนักระหว่าง input node (ตัวแปรท�ำนาย) และ hidden node 

โมเดล

Input 

node     

(ตัวแปร

ท�ำนาย)

Hidden node ผลรวม

ค่าสัมบูรณ์ของ

น�้ำหนักตัวแปร

ท�ำนาย

Node 

1

Node 

2

Node 

3

Node 

4

Node 

5

Node 

6

S-M-L-T ThaGPA -7.614 -2.043 0.199 -1.796 0.724 2.845 15.221

MathGPA 11.642 5.279 -1.795 4.994 5.072 1.050 29.832



134     วารสารครุศาสตร์ ปีที่ 48 ฉบับที่ 3 (กรกฎาคม - กันยายน 2563)

ตาราง 3 (ต่อ)

ค่าน�้ำหนักระหว่าง input node (ตัวแปรท�ำนาย) และ hidden node 

โมเดล

Input 

node     

(ตัวแปร

ท�ำนาย)

Hidden node ผลรวม

ค่าสัมบูรณ์ของ

น�้ำหนักตัวแปร

ท�ำนาย

Node 

1

Node 

2

Node 

3

Node 

4

Node 

5

Node 

6

SciGPA 4.646 5.255 1.938 7.667 3.651 0.428 23.585

SocGPA 2.039 0.702 -10.118 -7.159 -3.227 -0.705 22.540

EngGPA -4.834 -3.754 2.698 0.836 -2.939 5.796 20.857

Threshold 1.469 -4.083 -4.583 -3.867 -5.454 2.927 -

S-E ThaGPA 1.909 2.901 -7.951 11.684 1.961 - 26.406

MathGPA -1.013 8.988 4.010 -12.816 9.894 - 36.721

SciGPA -5.249 5.017 5.165 -9.851 7.284 - 32.566

SocGPA -3.066 -7.066 -8.709 3.736 -2.288 - 24.865

EngGPA -0.854 -3.601 3.600 8.148 -1.092 - 17.295

Threshold 0.218 -6.563 -7.246 -5.748 -6.157 - -

	 2.  ผลการวิเคราะห์ด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน

	     ผู้วิจัยวิเคราะห์ข้อมูลด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีนแบบหนึ่งต่อทั้งหมด 

(one-against-all) โดยใช้โปรแกรมคอมพิวเตอร์ และเลือกใช้ชุดค�ำส่ัง Optimize 

Parameters (Grid) ในการทดสอบแบบลองผิดลองถูกเพื่อหารูปแบบของ kernel function 

ที่เหมาะสมส�ำหรับการจ�ำแนกกลุ่มของข้อมูลในแต่ละโมเดลได้อย่างมีประสิทธิภาพมากที่สุด 

ผลการวิเคราะห์ พบว่า kernel function รปูแบบ anova และรปูแบบ dot เป็นรปูแบบทีเ่หมาะสม 

กับข้อมูลในโมเดล S-M-L-T และโมเดล S-E ตามล�ำดับ รูปแบบ kernel function ดังกล่าว

สามารถจ�ำแนกกลุม่ของข้อมลูในแต่ละโมเดลได้อย่างมปีระสิทธภิาพ ซ่ึงพบว่า โมเดล S-M-L-T 

ได้รปูแบบการพจิารณาจ�ำแนกกลุม่ของข้อมลู 4 รปูแบบ ได้แก่ 1 vs. all other, 2 vs. all other,  

3 vs. all other และ 4 vs. all other ตวัอย่างการพจิารณาจ�ำแนกกลุม่ เช่น รปูแบบ 1 vs. all other 

เป็นการพิจารณาความเป็นสมาชิกในกลุ่ม 1 (วิทย์-คณิต) ว่าข้อมูลนั้นเป็นสมาชิกในกลุ่มที่ 1 

หรือไม่ ถ้าไม่เป็นสมาชิกในกลุ่ม 1 แล้วจะพิจารณาความเป็นสมาชิกในกลุ่ม 2 (ศิลป์-คณิต)  
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ต่อไป นั่นคือ รูปแบบ 2 vs. all other  พิจารณาเช่นนี้ไปเรื่อย ๆ จนกว่าจะพบว่า ข้อมูลนั้น

เป็นสมาชิกของกลุ่มใด ส�ำหรับโมเดล S-E ซึ่งมีอยู่ด้วยกัน 2 กลุ่ม คือ กลุ่มวิทย์ และกลุ่มศิลป์ 

ได้รปูแบบการพจิารณาจ�ำแนกกลุม่ของข้อมลูเพยีงรปูแบบเดียว คอื การพจิารณาว่า ข้อมลูน้ัน

เป็นสมาชิกในกลุ่ม 1 (กลุ่มวิทย์) หรือกลุ่ม 2 (กลุ่มศิลป์) โดยความส�ำคัญของตัวแปรท�ำนาย

กบัการพจิารณาความเป็นสมาชกิในกลุม่ใดกลุ่มหนึง่ สามารถเรียงล�ำดับตามผลรวมค่าสัมบรูณ์

ของค่าน�้ำหนักของตัวแปรท�ำนายในการสร้างแบ่งแยกกลุ่มข้อมูลในแต่ละกลุ่ม (ตาราง 4)

ตาราง 4   

ค่าน�ำ้หนกัของตวัแปรท�ำนายส�ำหรบัสร้างเส้นแบ่งแยกกลุ่มข้อมลูในการวเิคราะห์ซพัพอร์ตเวกเตอร์แมชชนี

ของแต่ละโมเดล

โมเดล เส้นแบ่งแยก
ตัวแปรท�ำนาย

ThaGPA MathGPA SciGPA SocGPA EngGPA

S-M-L-T 1 vs. all other 0.018 0.595 0.311 0.080 0.104

2 vs. all other 0.007 0.002 0.067 -0.001 0.007

3 vs. all other 0.122 -0.193 -0.033 0.097 0.105

4 vs. all other -0.033 -0.152 -0.090 -0.146 -0.197

ผลรวมค่าสัมบูรณ์ของน�้ำหนัก 0.180 0.942 0.501 0.324 0.413

   S-E วิทย์ vs. ศิลป์ -0.344 1.002 0.779 -0.225 -0.186
หมายเหตุ	: กลุ่ม 1  หมายถึง แผนการเรียนวิทย์-คณิต (S)  กลุ่ม 2  หมายถึง แผนการเรียนศิลป์-คณิต (M)
	   กลุ่ม 3  หมายถึง แผนการเรียนศิลป์-ภาษา (L) กลุ่ม 4  หมายถึง แผนการเรียนศิลป์-ทั่วไป (T)

	 3.  ผลการวิเคราะห์ด้วยเทคนิคต้นไม้ตัดสินใจ 

	       ในการวเิคราะห์ข้อมลูด้วยเทคนคิต้นไม้ตัดสินใจ ผู้วจัิยได้ใช้โปรแกรมคอมพิวเตอร์

โดยเลอืกใช้ชดุค�ำสัง่ Optimize Parameters (Grid) ในการทดสอบแบบลองผิดลองถูก เพ่ือหา

เกณฑ์หรอืวธิกีารในการวเิคราะห์ต้นไม้ตดัสนิใจทีเ่หมาะสมส�ำหรบัการจ�ำแนกกลุม่ของข้อมลูใน

แต่ละโมเดลได้อย่างมีประสิทธิภาพมากที่สุด ผลการวิเคราะห์ พบว่า เกณฑ์ accuracy และ

เกณฑ์ information_gain เป็นเกณฑ์ที่เหมาะสมกับข้อมูลในโมเดล S-M-L-T และโมเดล S-E 

ตามล�ำดับ (ภาพ 4–5)
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ภาพ 4  

ต้นไม้ตัดสินใจเลือกแผนการเรียนของโมเดล S-M-L-T

หมายเหตุ	: "1"  หมายถึง แผนการเรียนวิทย์-คณิต (S)    "2"  หมายถึง แผนการเรียนศิลป์-คณิต (M)
	   "3"  หมายถึง แผนการเรียนศิลป์-ภาษา (L)   "4"  หมายถึง แผนการเรียนศิลป์-ทั่วไป (T)

ภาพ 5  

ต้นไม้ตัดสินใจเลือกแผนการเรียนของโมเดล S-E

หมายเหตุ	: "1"  หมายถึง แผนการเรียนวิทย์-คณิต (S)    "2"  หมายถึง แผนการเรียนศิลป์-คณิต (M)
	

	 4.  การเปรยีบเทยีบประสทิธิภาพของโมเดลจากการวเิคราะห์ด้วยเทคนคิเครอืข่าย

ใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ และเอ็นเซ็มเบิ้ลโหวต
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	    ผู้วิจัยท�ำการวิเคราะห์โมเดล S-M-L-T และโมเดล S-E ด้วยเทคนิคเอ็นเซ็มเบิ้ล

โหวตร่วมกันระหว่างเครือข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน และต้นไม้ตัดสินใจ  

รวมผลท�ำนายแผนการเรียนจากแต่ละเทคนิคด้วยวิธีการโหวตเสียงข้างมาก ผลการวิเคราะห์

เปรียบเทียบประสิทธิภาพการจ�ำแนกข้อมูล พบว่าโมเดลที่มีประสิทธิภาพในการท�ำนาย

แผนการเรียนได้ดีท่ีสุดในทุกเทคนิคการวิเคราะห์ คือ โมเดล S-E โดยมีประสิทธิภาพของ 

การท�ำนายด้วยเทคนคิเอน็เซม็เบิล้โหวตได้ถูกต้องคดิเป็นร้อยละ 80.05 รองลงมาคอื ซัพพอร์ต

เวกเตอร์แมชชีน ต้นไม้ตัดสินใจ และเครือข่ายใยประสาท ตามล�ำดับ (ตาราง 5)

ตาราง 5  

ประสิทธิภาพการจ�ำแนกข้อมูล จ�ำแนกตามโมเดลและเทคนิควิธีวิเคราะห์

โมเดล เครือข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ เอ็นเซ็มเบิ้ลโหวต

S-M-L-T 68.23 67.60 65.95 67.98

S-E 79.29 79.80 79.54 80.05

หมายเหตุ:  หน่วย: ร้อยละ

สรุปผลการวิจัย

	 ผลการวิจัยสรุปได้ว่าโมเดลท�ำนายแผนการเรียนที่ได้จากการวิเคราะห์ด้วยเครือ

ข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ และเทคนิคเอ็นเซ็มเบิ้ลโหวต จะมี

ประสทิธิภาพการท�ำนายไม่แตกต่างกนัมากนกั และส�ำหรบัโมเดลทีมี่ประสทิธภิาพการท�ำนาย

ได้ดท่ีีสดุในการวิจัยครัง้น้ีคอืโมเดล S-E ซึง่เป็นโมเดลท่ีสามารถใช้ท�ำนายกลุม่การเรยีนทีเ่หมาะ

สมกับนักเรียนใน 2 กลุ่มการเรียนหลัก ได้แก่ กลุ่มการเรียนวิทย์ และกลุ่มการเรียนศิลป์ โดย

มีประสิทธิภาพของการท�ำนายด้วยเทคนิคเอ็นเซ็มเบิ้ลโหวตได้ถูกต้องสูงที่สุดคิดเป็นร้อยละ 

80.05 นอกจากนีย้งัพบว่าผลการเรยีนเฉลีย่กลุ่มสาระการเรยีนรูค้ณติศาสตร์ ระดบัมธัยมศกึษา

ตอนต้น จะมีความส�ำคัญและมีอิทธิพลต่อการเลือกแผนการเรียนเป็นอย่างมาก

อภิปรายผล 

	 ผลการวิจัยสามารถอภิปรายในประเด็นต่าง ๆ ดังนี้
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	 1. ตัวแปรที่สามารถท�ำนายแผนการเรียนของนักเรียนในการศึกษาต่อระดับ

มัธยมศึกษาตอนปลาย

	       ในการวเิคราะห์โมเดลท�ำนายแผนการเรยีนด้วยเครอืข่ายใยประสาท และซพัพอร์ต

เวกเตอร์แมชชีน ใช้ตัวแปรทุกตัวแปรในการวิเคราะห์ แต่ให้ค่าน�้ำหนักของแต่ละตัวแปรใน 

การวเิคราะห์ไม่เท่ากนั ท�ำให้ไม่สามารถอธบิายได้ว่า ตวัแปรใดเป็นตวัแปรท�ำนายแผนการเรยีน

ได้อย่างมีนัยส�ำคัญทางสถิติ แต่สามารถเรียงล�ำดับความส�ำคัญของตัวแปรท�ำนายตามผลรวม

ของค่าสัมบูรณ์ของน�้ำหนักของตัวแปรท�ำนายในการวิเคราะห์ได้ ซึ่งพบว่า ผลการเรียนเฉลี่ย

กลุ่มสาระการเรียนรู้คณิตศาสตร์ ระดับมัธยมศึกษาตอนต้น (MathGPA) มีความส�ำคัญและมี

อิทธิพลต่อการเลือกแผนการเรียนมากที่สุด ในทุกโมเดลและทุกเทคนิควิธีวิเคราะห์ 

	     ส�ำหรับการวิเคราะห์โมเดลด้วยต้นไม้ตัดสินใจ จ�ำนวนตัวแปรท�ำนายที่น�ำมาใช้ใน

โมเดลขึ้นอยู่กับระดับความลึกของต้นไม้ ในการวิเคราะห์โมเดลด้วยเทคนิคต้นไม้ตัดสินใจใน

งานวิจัยนี้ โมเดล S-M-L-T ได้ผลการวิเคราะห์ต้นไม้ 4 ชั้น และโมเดล S-E ได้ผลการวิเคราะห์

ต้นไม้ 1 ชั้นเท่านั้น อย่างไรก็ตาม ผลการวิเคราะห์โมเดลทั้งสองด้วยเทคนิคต้นไม้ตัดสินใจ  

พบว่า ผลการเรียนเฉลี่ยกลุ ่มสาระการเรียนรู ้คณิตศาสตร์ ระดับมัธยมศึกษาตอนต้น 

(MathGPA) เป็นตัวแปรที่ใช้เป็นโหนดแรกสุดบนต้นไม้ แสดงให้เห็นว่า ตัวแปรดังกล่าวมี 

ความส�ำคัญและมีอิทธิพลต่อการเลือกแผนการเรียนมากที่สุด เช่นเดียวกับผลการวิเคราะห์

ด้วยเครือข่ายใยประสาทและซัพพอร์ตเวกเตอร์แมชชีนท่ีได้กล่าวมาในข้างต้น สอดคล้องกับ 

ผลการวิจัยของ สุพัฒน์กุล ภัคโชค (2555) และ สุมิตรา ศรีชูชาติ (2538) ที่กล่าวว่า การที่

นักเรียนมีผลการเรียนสูงย่อมแสดงให้เห็นถึงความขยัน ตั้งใจ และรับผิดชอบต่อการเรียนของ

นักเรียน ท�ำให้นกัเรยีนมคีวามพร้อมในการศกึษาต่อและมโีอกาสในการเลอืกศกึษาต่อในสาขา

วิชาที่ตนเองสนใจได้อย่างหลากหลายมากยิ่งขึ้น เห็นได้ว่า ถ้านักเรียนมีผลการเรียนในระดับ 

ม.ต้นสูง นกัเรยีนย่อมมแีนวโน้มเลอืกศกึษาต่อในแผนการเรยีนวทิย์-คณติ เป็นอนัดบัแรก และ

ยังสามารถเลือกแผนการเรียนใดก็ได้ตามแต่ความต้องการของผู้เรียน

	 2.  การเปรียบเทียบผลการวิเคราะห์โมเดลในแต่ละเทคนิควิธี

	      ผลการเปรียบเทียบประสิทธิภาพของโมเดลท�ำนายแผนการเรียนในแต่ละโมเดล 

พบว่า โมเดลที่ได้จากการวิเคราะห์ด้วยเครือข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้

ตัดสินใจ และเทคนิคเอ็นเซ็มเบ้ิลโหวต มีประสิทธิภาพการท�ำนายไม่แตกต่างกันมากนัก  
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ทั้งนี้อาจเป็นผลมาจากกลุ่มเป้าหมายนักเรียนที่ใช้ในการวิจัยครั้งมีจ�ำนวนไม่ถึง 1,000 คน 

อาจไม่มากพอท่ีจะน�ำมาใช้เป็นข้อมูลฝึกฝนส�ำหรับสร้างโมเดลท�ำนายในแต่ละเทคนิควิธีการ

วิเคราะห์เพื่อให้มีความแตกต่างของประสิทธิภาพการท�ำนายอย่างชัดเจน (Garson, 1998; 

Kavzoglu & Colkesen, 2012; Vanajakshi & Rilett, 2004) โมเดลที่มีประสิทธิภาพ 

การท�ำนายได้ดีที่สุดในการวิจัยครั้งนี้ คือ โมเดล S-E ซึ่งมีประสิทธิภาพการท�ำนายได้ถูกต้อง 

คิดเป็นร้อยละ 80.05 ส�ำหรบัการวเิคราะห์ด้วยเทคนคิเอน็เซม็เบิล้โหวต คดิเป็นร้อยละ 79.80 

ส�ำหรบัการวเิคราะห์ด้วยซพัพอร์ตเวกเตอร์แมชชนี คดิเป็นร้อยละ 79.54 ส�ำหรบัการวเิคราะห์

ด้วยต้นไม้ตัดสินใจ และคิดเป็นร้อยละ 79.29 ส�ำหรับการวิเคราะห์ด้วยเครือข่ายใยประสาท 

ข้อเสนอแนะ

	 ข้อเสนอแนะในการน�ำผลไปใช้

	 ส�ำหรับนักเรียน 

	 ผลการวจิยัในครัง้นีท้�ำให้ได้โมเดลท�ำนายแผนการเรยีนทีเ่หมาะสมกบัความถนดัและ

ความสนใจของนักเรียนในการศกึษาต่อในระดับมธัยมศกึษาตอนปลาย ซ่ึงมส่ีวนช่วยสนบัสนนุ

การตัดสินใจในการเลือกแผนการเรียนท่ีเหมาะสมกับความสามารถของตน อย่างไรก็ตาม  

ผลการวิเคราะห์อยู่ในรูปของชุดอัลกอริทึมคอมพิวเตอร์ เวลาน�ำไปใช้งานต้องมีการเตรียม

ข้อมูลเพื่อป้อนเข้าสู่คอมพิวเตอร์ในการท�ำนาย ซึ่งอาจไม่สะดวกต่อการน�ำไปใช้งานได้ทันที 

ดังนั้น การเลือกโมเดลที่วิเคราะห์ด้วยเทคนิคต้นไม้ตัดสินใจเป็นตัวท�ำนายแผนการเรียน 

จึงสะดวกต่อการใช้งานมากกว่า 

	 นอกจากนี้ จากการวิเคราะห์โมเดลด้วยเครือข่ายใยประสาท และซัพพอร์ตเวกเตอร์

แมชชีน จะได้ผลการวิเคราะห์ค่าน�้ำหนักของตัวแปรท�ำนายที่ใช้ในโมเดล ท�ำให้สามารถเรียง

ล�ำดบัความส�ำคญัของตวัแปรท�ำนายในการท�ำนายแผนการเรียน (ตาราง 6) ซ่ึงพบว่า ผลการเรียน 

เฉลี่ยกลุ่มสาระการเรียนรู้คณิตศาสตร์ ระดับมัธยมศึกษาตอนต้น (MathGPA) มีความส�ำคัญ

และมีอิทธิพลต่อการเลือกแผนการเรียนเป็นอย่างมาก ดังนั้น ในการเลือกแผนการเรียนของ

นักเรยีนในอนาคต นกัเรยีนต้องเตรยีมตวัและท�ำคะแนนในวชิาคณติศาสตร์ให้ดีเพือ่ทีน่กัเรยีน

จะสามารถเลือกแผนการเรียนในการศึกษาต่อระดับมัธยมศึกษาตอนปลายได้ตามต้องการ
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ตาราง 6  

ล�ำดับความส�ำคัญของตัวแปรท�ำนายในการท�ำนายแผนการเรียนด้วยเครือข่ายใยประสาท และซัพพอร์ต

เวกเตอร์แมชชีน จ�ำแนกตามโมเดล

ล�ำดับ 

ความส�ำคัญ

เครือข่ายใยประสาท ซัพพอร์ตเวกเตอร์แมชชีน

โมเดล S-M-L-T โมเดล S-E โมเดล S-M-L-T โมเดล S-E

มาก

น้อย

MathGPA MathGPA MathGPA MathGPA

SciGPA SciGPA SciGPA SciGPA

SocGPA ThaGPA EngGPA ThaGPA

EngGPA SocGPA SocGPA SocGPA

ThaGPA EngGPA ThaGPA EngGPA

	 ส�ำหรับผู้ปกครองและครู

	 ล�ำดบัความส�ำคญัของตวัแปรท�ำนายในการท�ำนายแผนการเรียน (ตาราง 6) ผู้ปกครอง 

สามารถน�ำข้อมูลดังกล่าวไปใช้เพื่อเป็นการเตรียมความพร้อมเพ่ือให้นักเรียนได้เรียนใน 

แผนการเรยีนท่ีต้องการ ตลอดจนท�ำให้นักเรยีนและผูป้กครองได้ร่วมกนัวางแผนทางการศกึษา

เพื่อที่ผลส�ำเร็จทางการเรียนและการท�ำงานในอนาคตต่อไป

	 ข้อเสนอแนะในการวิจัยครั้งต่อไป

	     1) ควรเพิ่มขนาดตัวอย่างที่ใช้ในการวิเคราะห์อย่างน้อย 1,000 คน

	      2) ในการพัฒนาโมเดลท�ำนายแผนการเรียนในโอกาสต่อไปนั้น ควรมีการศึกษา

ตัวแปรอื่น ๆ ที่เกี่ยวข้องกับการเลือกแผนการเรียนของนักเรียนเพิ่มเติม เช่น ความถนัด  

ความสนใจในอาชพีของนกัเรยีน การสนบัสนนุจากครอบครวั การรบัรูค้วามสามารถของตนเอง 

รวมทัง้จัดกลุม่ตวัแปรและใช้การวเิคราะห์โมเดลสมการโครงสร้าง SEM เพือ่ให้ทราบว่า แต่ละ

ปัจจัยมีอิทธิพลต่อการเลือกแผนการเรียนทั้งทางตรงและทางอ้อมมากน้อยเพียงใด  

	      3) การวิเคราะห์เพื่อจ�ำแนกกลุ่มในปัจจุบันยังมีการคิดค้นพัฒนาการวิเคราะห์ 

อย่างต่อเนื่องหลากหลายวิธี เช่น Naïve Bayes, K-means, Gradient Boosted Trees, 

Bootstrap Aggregating (Bagging), Random Forest ในการวิจัยครั้งต่อไปควรใช้เทคนิค

วิธีใหม่ที่เหมาะสมกับข้อมูลในการวิเคราะห์เพื่อสร้างโมเดลท�ำนายแผนการเรียน
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