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บทคัดยอ 
 การวิจัยนี้มีวัตถุประสงคเพ่ือเปรียบเทียบประสิทธิภาพของสถิติทดสอบสําหรับเปรียบเทียบ
คาเฉลี่ยภายใตสถานการณที่ความแปรปรวนระหวางกลุมไมเปนเอกพันธ ไดแก สถิติทดสอบทีแบบดั้งเดิม 
สถิติทดสอบ Welch สถิติทดสอบ Browne-Forsythe สถิติทดสอบ James สถิติทดสอบ Yuen สถิติ
ทดสอบ Alexander-Govern และสถิติทดสอบที่อิงโมเดลโครงสรางคาเฉลี่ย (SMM) ประกอบดวย สถิติ
ทดสอบไคสแควรที่ประมาณคาดวยวิธีภาวะความควรจะเปนสูงสุด และวิธีกําลังสองนอยสุดถวงน้ําหนัก 
และสถิติทดสอบไคสแควรของ Yuen และ Bentler การศกึษาใชขอมูลจําลองดวยวิธีการมอนติคารโล โดย
กําหนดเงื่อนไขในการจําลองดังนี้ (1) ความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุมกําหนดจาก
คาอัตราสวนความแปรปรวนระหวางกลุมประชากรที่มีคาเทากับ 1, 4, 16 และ 64 เทา (2) ความแตกตาง
ของคาเฉลี่ยระหวางกลุมประชากรทั้งสองกําหนดจากคาขนาดอิทธิพล d ที่มีคาเทากับ 0, 0.2 และ 0.8  
(3) ขนาดตัวอยางในแตละกลุมประชากรกําหนดใหมีคาเทากับ (10,10) (30,30) (50,50) (100,100) 
(10,30) (10,50) และ (10,100) หนวย และ (4) ระดับนัยสําคัญของการทดสอบกําหนดใหเทากับ .05 โดย
คิดเปนสถานการณจําลองทั้งสิ้น 96 สถานการณ กระทําซ้ําในแตละสถานการณจํานวน 500 รอบ 
ประสิทธิภาพของสถิติทดสอบพิจารณาจากอัตราความคลาดเคลื่อนประเภทท่ีหนึ่ง และอํานาจการทดสอบ 
 ผลการวิจัย พบวา (1) กรณีที่ตัวอยางสองกลุมมีขนาดเทากัน ประสิทธิภาพของสถิติทดสอบทุกตัวมี
แนวโนมใกลเคียงกันทั้งภายใตสถานการณที่ความแปรปรวนเปนเอกพันธกันและไมเปนเอกพันธกัน อยางไรก็
ตามอํานาจการทดสอบของสถิติทดสอบ Yuen มีแนวโนมที่จะต่ํากวาสถิติทดสอบอ่ืนๆ และ (2) กรณีที่
ตัวอยางสองกลุมมีขนาดไมเทากัน และความแปรปรวนไมเปนเอกพันธกันระหวางกลุม สถิติทดสอบทีมี
แนวโนมที่จะมีประสิทธิภาพต่ําเมื่อเปรียบเทียบกับสถิติทดสอบตัวอื่นๆ โดยสถิติทดสอบของ James, Welch, 
BF และ AG มีแนวโนมที่จะมีประสิทธิภาพสูงท่ีสุด  
คําสําคัญ: สถิติทดสอบสําหรับเปรียบเทียบคาเฉลี่ย  ความไมเปนเอกพันธกันของความแปรปรวน  

อัตราความคลาดเคลื่อนประเภทที่หนึ่ง  อํานาจการทดสอบ 
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ABSTRACT 

 The purpose of this research is to compare the efficiency of statistical tests for 

comparing mean under heterogeneity of variance conditions among the traditional T-test, 

Welch test, Browne-Forsythe test, James test, Yuen test, Alexander-Govern test, and 

Structural Mean Model (SMM) based statistical tests. These also included chi-square tests, 

which are estimated by the Maximum Likelihood method (ML), Weighted Least Squares 

methods (WLS), and Yuan-Bentler chi-square.The study used simulated data generated by 

Monte Carlo methods under the following conditions: 1) ratio of variance between two 

groups were equal to 1, 4, 16 and 64; 2) the mean parameters of each group, set by the 

magnitude of effect size 𝑑, which were equal to 0, 0.2 and 0.8; 3) the sample sizes of each 

group were (10,10), (30,30), (50,50), (100,100), (10,30), (10,50) and (10,100) units; and 4) the 

significance level was chosen to be .05. The total number of simulations was 96, with 500 

repetitions for each situation. The efficiency of the statistical test was based on the rate of 

type I errors and the statistical power of the test. 

  The results revealed that 1) in cases of equal sample size and equal variance, all 

statistical tests tended to have the same efficiency under both homogeneity and 

heterogeneity of variances. However, Yuen tended to have lower statistical power than 

other tests and 2) in cases of unequal sample sizes and unequal variances, T statistics are 

likely to display lower efficiency compared to James's test, Welch's test, BF-test, and AG-

test, which yield the highest efficiency values. 

KEYWORDS: Mean Comparison Test Statistics, Heterogeneity of Variances, Type I Error Rate, 

Power of the Test 
 
บทนํา 
 สถิติทดสอบที (t-test) เปนสถิติทดสอบแบบดั้งเดิมที่นักวิจัยเชิงปริมาณทางสังคมศาสตร นิยมใช
เปนสถิติทดสอบมาตรฐานสําหรับการทดสอบเพ่ือหาขอสรุปเก่ียวกับความแตกตางของคาเฉลี่ยระหวาง
ตัวอยางสองกลุม โดยใชสถิติทดสอบทีดังกลาวมีขอกําหนดเบื้องตน (Assumptions) ที่สําคัญสามประการ
ไดแก (1) ตัวอยางทั้งสองกลุมตองมีการสุมมาจากประชากรที่มีการแจกแจงแบบปกติ (normal 
distribution) (2) ความแปรปรวนของประชากรทั้งสองกลุมตองมีความเปนเอกพันธกัน (Homogeneity 
of variances) และ (3) ขอมูลตัวอยางตองมีความเปนอิสระซึ่งกันและกัน (Independence) อยางไรก็ตาม
ภายใตสถานการณจริงของการวิเคราะหขอมูลในการวิจัย พบวามีความเปนไปไดนอยที่ขอมูลตัวอยางที่เก็บ
รวบรวมมานั้นจะเปนไปตามขอกําหนดเบื้องตนดังกลาว การละเมิดขอตกลงเบื้องตนยอมสงผลกระทบตอ
ความถูกตองของผลสรุปท่ีไดจากการทดสอบซึ่งอาจเปนผลใหนักวิจัยไดขอสรุปของการวิจัยที่คลาดเคลื่อน
ไปจากสภาพจริง (Field, et al., 2012) 
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 จากการทบทวนเอกสารงานวิจัยที่เก่ียวของพบวา ในเชิงปฏิบัติการละเมิดขอกําหนดเบื้องตนดาน
ความเปนอิสระซึ่งกันและกันของขอมูลสามารถปองกันไดตั้งแตขั้นตอนการออกแบบการเลือกตัวอยาง โดย
ใชกระบวนการสุม (Randomization) แตการปองกันหรือหลีกเลี่ยงการละเมิดขอกําหนดเบื้องตนดาน            
การแจกแจงปกติ หรือความไมเปนเอกพันธกันของความแปรปรวนนั้นเปนไปไดยาก (Vexler, et al., 
2016) จากการศึกษาที่ผานมาดวยวิธีการจําลองแบบมอนติคารโลพบวา (1) การละเมิดขอกําหนดเบื้องตน
ดานการแจกแจงแบบปกติของขอมูลจะสงผลใหการแจกแจงความนาจะเปนของสถิติทดสอบทีไมสอดคลอง
กับการแจกแจงแบบที (t distribution) ซึ่งทําใหเกิดความคลาดเคลื่อนในการสรุปผลการทดสอบ อยางไรก็
ตามการแจกแจงความนาจะเปนของสถิติทดสอบทีมีแนวโนมจะลูเขาสูการแจกแจงแบบทีเมื่อขนาด
ตัวอยางเพ่ิมขึ้น จึงทําใหสถิติทดสอบทีเปนสถิติทดสอบที่มีความแกรงตอสถานการณที่มีการละเมิด
ขอกําหนดเบื้องตนดานการแจกแจงแบบปกติของขอมูล กลาวคือยังเปนสถิติทดสอบที่สามารถควบคุม
ระดับนัยสําคัญไดตามที่กําหนด และมีอํานาจการทดสอบสูง อยางไรก็ตามประสิทธิภาพดังกลาวมีแนวโนม
ลดลงหากขอมูลมีความเบี่ยงเบนไปมากจากการแจกแจงแบบปกติ โดยเฉพาะในกรณีที่การแจกแจงของ
ขอมูลมีลักษณะไมสมมาตรอยางรุนแรง หรือมีคาผิดปกติ (Outlier) (Field, et al., 2012; Algina, et al., 
2005) และ (2) ในกรณีที่ความแปรปรวนไมเปนเอกพันธกันระหวางกลุมตัวอยางพบวา ประสิทธิภาพของ
สถิติทดสอบทีมีความแตกตางกันออกไป โดยข้ึนกับขนาดความแตกตางของความแปรปรวน และขนาด
ตัวอยางระหวางกลุมตัวอยาง โดยสถิติทดสอบทียังสามารถควบคุมระดับนัยสําคัญ และยังมีอํานาจการ
ทดสอบอยูในระดับที่สูงอยูในกรณีที่ขนาดของความแปรปรวนในแตละกลุมตัวอยางแปรผันตรงกับขนาด
ตัวอยางในแตละกลุม แตในกรณีที่ขนาดของความแปรปรวนในแตละกลุมตัวอยางแปรผกผันกับขนาด
ตัวอยางในแตละกลุม พบวาประสิทธิภาพของสถิติทดสอบทีมีแนวโนมลดลงซึ่งเปนการเพิ่มความเสี่ยงใน
การไดขอสรุปของการวิจัยที่คลาดเคลื่อน (Overall, et al., 1995) 
 การแกปญหาเมื่อมีการละเมิดขอกําหนดเบื้องตนดังกลาวสามารถกระทําไดหลายวิธีการ เชน 
วิธีการแรกคือ วิธกีารแปลงคา (Transformation methods) เพ่ือแปลงคาของขอมูลผานฟงกชันการแปลง
ที่เหมาะสมซึ่งจะชวยใหการแจกแจงของขอมูลมีแนวโนมที่ใกลเคียงกับการแจกแจงแบบปกติ รวมถึงในบาง
กรณียังชวยใหมีความแปรปรวนระหวางกลุมมีความใกลเคียงกันมากขึ้น (Box & Cox, 1964; Hair et al., 
2010) อยางไรก็ตาม วิธีการนี้มีขอจํากัดที่สําคัญคือทําใหความหมายของตัวแปรที่ศึกษาเปลี่ยนแปลงไป
และยากที่ จะแปลผลใหมีความหมาย วิธีการที่สอง คือใชส ถิติทดสอบแบบไม ใชพารามิ เตอร  
(Nonparametric test) เชน Wilcoxon rank-sum test หรือ Mann-Whitney U-tests ที่ขอกําหนด
เบื้องตนของสถิติทดสอบไมขึ้นอยูกับการแจกแจงของขอมูล อยางไรก็ตาม การใชสถิติแบบไมใช
พารามิเตอรดังกลาวมีขอจํากัดหลายประการ ประการแรก คือขอจํากัดดานสารสนเทศที่ไดรับและ                 
การสรุปผลจากสถิติไมใชพารามิเตอร ที่ทําใหการอธิบายคุณลักษณะหรือการเปรียบเทียบความแตกตาง
ของประชากรที่สนใจกระทําไดในขอบเขตจํากัด ประการที่สอง อํานาจของสถิติทดสอบแบบไมใช
พารามิเตอรมักมีคาต่ําเมื่อเปรียบเทียบกับสถิติที่ใชพารามิเตอรโดยเฉพาะในกรณีที่ตัวอยางมีขนาดเล็ก 
ดังนั้นสถิติแบบไมใชพารามิเตอรจึงไมใชวิธีการที่มีประสิทธิภาพสูงที่สุด (Whitley & Ball, 2002)  
 จากขอจํากัดของวิธีการทั้งสองจึงมีการพัฒนาวิธีการที่สามคือ สถิติทดสอบที่มีความแกรง 
(Robust test statistics) วิธีการในกลุมนี้จัดอยูในกลุมของสถิติแบบใชพารามิเตอรที่ถูกพัฒนาขึ้นเพ่ือใช
เปนสถิติทางเลือกในกรณีที่ขอมูลไมเปนไปตามขอกําหนดเบื้องตนของการใชสถิติทดสอบทีแบบดั้งเดิม 
สถิติทดสอบที่มีความแกรงดังกลาวถูกพัฒนาใหไดรับผลกระทบจากการที่ขอมูลไมเปนไปตามขอกําหนด
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เบื้องตนนอยลง ทําใหมีประสิทธิภาพทั้งดานการควบคุมระดับนัยสําคัญ และอํานาจการทดสอบที่สูงกวา
สถิติทดสอบทีแบบดั้งเดิม รวมทั้งสถิติทดสอบแบบไมใชพารามิเตอร (Wilcox & Schonbrodt, 2016; 
Wong, et al., 2014) ในปจจุบันมีการพัฒนาสถิติที่มีความแกรงสําหรับทดสอบความแตกตางระหวาง
คาเฉลี่ยของสองกลุมตัวอยางไวหลายตัว โดยอาจแบงไดเปนสองกลุมคือ (1) สถิติทดสอบที่พัฒนาใหมีความ
แกรงตอความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุม ไดแก สถิติทดสอบของ Welch สถิติ
ทดสอบของ Brown-Forsyth  สถิติทดสอบของ Yuen สถิติทดสอบของ James และ Alexander-Govern 
สถิติทดสอบในกลุมนี้เปนสถิติทดสอบที่มีประสิทธิภาพสูงกวาสถิติทดสอบทีในกรณีท่ีความแปรปรวน
ระหวางกลุมไมมีความเปนเอกพันธกัน แตเมื่อขอมูลมีการแจกแจงแบบไมปกติ สถิติทดสอบในกลุมนี้มี
แนวโนมที่จะควบคุมระดับนัยสําคัญไดยากข้ึน และ (2) สถิติทดสอบที่พัฒนาใหมีความแกรงตอท้ังการแจก
แจงแบบไมปกติและความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุม ไดแก สถิติทดสอบของ 
Yuen-Welch เ ป น ต น  ( Alexander & Govern, 1994; Brown & Forsythe, 1974; James, 1951; 
Welch, 1938, 1951; Yuen, 1974)  
 วิธีการที่สี่คือ การใชโมเดลโครงสรางคาเฉลี่ย (Structural mean model: SMM) วิธีการนี้พัฒนา
จากโมเดลสมการโครงสราง (Structural equation model: SEM) โดยลดสวนประกอบเก่ียวกับตัวแปร
แฝงออกจากโมเดลการวิเคราะหองคประกอบเชิงยืนยัน ดังนี้ 𝑥 = 𝜈௞ + 𝛿 เมื่อ 𝛿~𝜀(0, 𝜎௞

ଶ) คือคา
คลาดเคลื่อนสุมของโมเดล 𝜎௞

ଶ คือความแปรปรวนของกลุมประชากรที่ 𝑘 และ 𝑘 = 1,2 คือจํานวนกลุม
ประชากรท่ีตองการเปรียบเทียบ จากโมเดลขางตนจะไดวา 𝐻଴: 𝜈ଵ = 𝜈ଶ คือสมมติฐานการทดสอบเพ่ือ
เปรียบเทียบคาเฉลี่ยสองกลุม การประมาณคาสถิติทดสอบสามารถทําไดหลายวิธีการ เชน หากขอมูลมี  
การแจกแจงแบบปกติหรือใกลเคียงสามารถใชวิธีประมาณแบบภาวะความควรจะเปนสูงสุด (maximum 
likelihood: ML) ที่มีฟงกชันความแตกตางพหุกลุม (Multiple group discrepancy function) ดังนี้ 

𝐹ெ௅ = ෍(
𝑛௞

𝑁
)𝐹௞

ଶ

௞ୀଵ

 

โดย ท่ี  𝐹௞ = [𝑙𝑛|Σ௞| + 𝑡𝑟(𝑆௞Σ௞
ିଵ) − 𝑙𝑛|𝑆௞| − 𝑝] + (𝑚௞ − 𝜇௞)்Σ௞

ିଵ(𝑚௞ − 𝜇௞)  คือฟ งก ชัน
ความแตกตางของกลุมประชากรที่ 𝑘  ฟงกชันความแตกตางในขางตนนํามาคํานวณเปนสถิติทดสอบ 𝑇ெ௅ 

สําหรับสมมติฐานในขางตนไดดังนี ้
𝑇ெ௅ = (𝑁 − 1)𝐹ெ௅~𝜒ௗ௙ୀ௄ାଵ

ଶ  
โดยที่ 𝐾 คือ จํานวนพารามิเตอร (ความแปรปรวนและคาเฉลี่ยประชากร) ในโมเดล แตหากขอมูลมี       
การแจกแจงแบบไมปกติ ผูวิจัยสามารถเปลี่ยนวิธีประมาณคาพารามิเตอรที่ไมอิงการแจกแจงของขอมูล 
เชน วิธีกําลังสองนอยสุดถวงน้ําหนัก (Weighted least squares: WLS) ที่มีฟงกชันความแตกตางเปน 
𝐹ௐ௅ௌ = ∑ (𝑠௞ − 𝜎௞)்𝑊௞

ିଵଶ
௞ୀଵ (𝑠௞ − 𝜎௞) โดยสถิติทดสอบสามารถคํานวณไดในทํานองเดียวกับกรณี

ที่ประมาณคาภาวะความควรจะเปนสูงสุดดังนี้ 𝑇ௐ௅ௌ = (𝑁 − 1)𝐹ௐ௅ௌ อยางไรก็ตามการประมาณคา
ดวยวิธี WLS มีขอจํากัดในกรณีที่ตัวอยางมีขนาดเล็ก Yuan and Bentler (1997, 1999) จึงพัฒนาสถิติ
ทดสอบ 𝑇௒஻ = 𝑇ௐ௅ௌ/(1 + 𝑇ௐ௅ௌ/𝑁) เพ่ือใหมีความแกรงตอกรณขีนาดตัวอยางเล็ก 
 จากประเด็นสําคัญในขางตน ผูวิจัยจึงสนใจศึกษาเปรียบเทียบประสิทธิภาพของสถิติทดสอบระหวาง 
สถิติทดสอบทีแบบดั้งเดิม สถิติทดสอบที่มีความแกรง (RSM) และการใชโมเดลโครงสรางคาเฉลี่ย (SMM) ภายใต
สถานการณที่ความแปรปรวนระหวางกลุมไมเปนเอกพันธกัน 
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วัตถุประสงคการวิจัย 
 เพ่ือเปรียบเทียบประสิทธิภาพของสถิติทดสอบ ไดแก สถิติทดสอบทีแบบดั้งเดิม สถิติทดสอบ Welch 
สถิติทดสอบ Browne-Forsythe สถิติทดสอบ James สถิติทดสอบ Yuen สถิติทดสอบ Alexander-Govern 
และสถิติทดสอบท่ีอิงโมเดลโครงสรางคาเฉลี่ย ประกอบดวย สถิติทดสอบไคสแควรที่ประมาณคาดวยวิธีภาวะ
ความควรจะเปนสูงสุด และวิธีกําลังสองนอยสุด และสถิติทดสอบไคสแควรของ Yuen and Bentler (1997, 
1999)  ภายใตสถานการณที่ความแปรปรวนระหวางกลุมไมเปนเอกพันธกัน ขนาดอิทธิพล และขนาดตัวอยางมี
ความแตกตางกัน 
 

นิยามศัพทเฉพาะ 
 ประสิทธิภาพของการทดสอบเพ่ือเปรียบเทียบคาเฉลี่ยระหวางกลุมตัวอยาง คือ อัตราความ  
คลาดเคลื่อนประเภทที่หนึ่ง (Type I error rate) และอํานาจการทดสอบ (Power of the test) ของสถิติทดสอบ
สําหรับเปรียบเทียบคาเฉลี่ยระหวางกลุมตัวอยางสองกลุม 
 
กรอบแนวคิดการวิจัย 
 จากการสังเคราะหเอกสารและงานวิจัยที่เก่ียวของ (1) ตัวแปรตามของการวิจัย ไดแก ประสิทธิภาพ
ของการทดสอบเพ่ือเปรียบเทียบความแตกตางระหวางคาเฉลี่ยสองกลุมตัวอยาง ที่วัดจากตัวบงชี้สองตัว ไดแก 
อัตราความคลาดเคลื่อนประเภทที่หนึ่ง ซึ่งใชบงชี้ประสิทธิภาพในดานการควบคุมระดับนัยสําคัญของการ
ทดสอบ และอํานาจการทดสอบ ซึ่งใชบงชี้ประสิทธิภาพในดานความไวของการตรวจจับความแตกตางของ
คาเฉลี่ยระหวางกลุม (2) สวนตัวแปรอิสระในการศึกษาประกอบดวย สถิติทดสอบ จํานวน 8 ตัว อัตราสวน
ความแปรปรวนระหวางกลุม ที่กําหนดใหมีจํานวน 4 ระดับ ขนาดอิทธิพล ที่มี 3 ระดับ และขนาดตัวอยางท่ีมี 
11 ระดับ ดังรายละเอียดในกรอบแนวคิดการวิจัย รูปที่ 1 
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รูปที่ 1  กรอบแนวคิดการวิจัย 

วิธีดําเนินการวิจัย 
 งานวิจัยนี้ใชระเบียบวิธีวิจัยเชิงทดลองดวยการจําลองสถานการณแบบมอนติคารโล (Monte Carlo 
simulation) แผนการวิจัยประกอบดวยสี่สวน ไดแก สถานการณการจําลองที่ใชในการวิจัย การจําลองขอมูลใน
การวิจัย เกณฑการพิจารณาประสิทธิภาพของสถิติทดสอบ และการวิเคราะหขอมูล รายละเอียดเปนดังนี้ 

1. สถานการณจําลองที่ใชในการวิจัย การวิจัยน้ีมีวัตถุประสงคเพื่อเปรียบเทียบประสิทธิภาพของ
สถิติทดสอบสําหรับเปรียบเทียบคาเฉลี่ยระหวางกลุมตัวอยางสองกลุม ภายใตสถานการณที่ความแปรปรวน
ประชากรทั้งสองกลุมไมเปนเอกพันธกัน 

1) ขอมูลคาสังเกต 𝑥௜௝  ของหนวยตัวอยางที่ i ในกลุมตัวอยางท่ี j จําลองจากประชากรมีการ     
แจกแจงแบบปกติ (Normal distribution)  𝑥௜௝~𝑁(𝜇௝, 𝜎௝

ଶ)  เมื่อ i = 1, 2, ..., n และ j = 1, 2  
2) พารามิเตอรความแปรปรวนของการแจกแจงใน (1) กําหนดให 𝜎ଵ

ଶ = 1 และ 𝜎ଶ
ଶ กําหนดจาก

อัตราสวนความแปรปรวนระหวางกลุมตามกรอบแนวคิดของการวิจัยที่มีคาเทากับ 1:1, 1:4, 1:16 และ 1:64  
3) พารามิเตอรคาเฉลี่ยของการแจกแจงใน (1) กําหนดให 𝜇ଵ = 0 และ 𝜇ଶ กําหนดจากขนาด

อิทธิพล 𝑑 = |𝜇ଵ − 𝜇ଶ|/𝜎௣ โดยท่ี 𝜎௣ คือสวนเบี่ยงเบนมาตรฐานรวม (Pooled SD) และในการศึกษา
กําหนดใหมีคาเทากับ 0.0, 0.2 และ 0.8  

4) ขนาดตัวอยางในการศึกษามีสองกรณี ไดเแก กรณีที่ทั้งสองกลุมมีขนาดตัวอยางเทากันคือ 
(10,10) (15,15) (30,30) (50,50) และ (100,100) หนวย และกรณีท่ีทั้งสองกลุมมีขนาดตัวอยางไมเทากันคือ 
(10,30) (10,50) และ (10,100) หนวย 
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2. การจําลองขอมูลในการวิจัย ขอมูลจําลองตามสถานการณจําลองขางตนจําลองโดยใชเทคนิคมอน
ติคารโล (Monte Carlo simulation) ดําเนินการภายใตโปรแกรม R โดยใชอัลกอริทึม Mersenne-Twister 
(Matsumoto & Nishimura, 1998) ในการสรางเลขสุมเทียม และใชวิธีการแปลงผกผัน (Inverse method) ใน
การสรางตัวแแปรสุมที่มีการแจกแจงแบบปกติ (Johnson, et al., 1996) โดยในแตละสถานการณจําลองผูวิจัย
กําหนดใหกระทําซ้ําเปนจํานวน 500 รอบ  

3. เกณฑการพิจารณาประสิทธิภาพของสถิติทดสอบ ไดแก (1) อัตราความคลาดเคลื่อนประเภทที่
หนึ่ง (Type I error rate) คํานวณจากจํานวนครั้งที่สถิติทดสอบแตละตัวปฏิเสธสมมติฐาน 𝐻଴: 𝜇ଵ = 𝜇ଶ 

ภายใตสถานการณที่ 𝐻଴ เปนจริง และ (2) อํานาจการทดสอบสมมติฐาน (Power of the test) คํานวณจาก
จํานวนครั้งที่สถิติทดสอบแตละตัวปฏิเสธสมมติฐาน 𝐻଴: 𝜇ଵ = 𝜇ଶ ภายใตสถานการณที่ 𝐻଴ เปนเท็จ 

4. การวิเคราะหขอมูล ประกอบดวย (1) การวิเคราะหขอมูลดวยสถิติเชิงบรรยาย โดยนําเสนอการ
แจกแจงของคาอัตราความคลาดเคลื่อนประเภทที่หนึ่ง และอํานาจการทดสอบ ของแตสถิติทดสอบแตละตัว 
ภายใตสถานการณจําลองในรูปของแผนภาพกลอง และ (2) การวิเคราะหความไว (Sensitivity) ของสถิติ
ทดสอบตอปจจัยระดับความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุม (Var) ขนาดอิทธิพล (d) 
ขนาดตัวอยาง (n) และปฏิสัมพันธระหวางปจจัยดังกลาว ที่มีตออัตราความคลาดเคลื่อนประเภทที่หนึ่ง และ
อํานาจการทดสอบของสถิติทดสอบทั้ง 9 ตัว คาความไวของสถิติทดสอบดังกลาวคํานวณจากคาขนาดอิทธิพล 
partial eta squares (ηଶ) ที่ไดจากการวิเคราะหความแปรปรวนตามโมเดลดังสมการ 
𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 = 𝜇 + 𝑉𝑎𝑟 + 𝑑 + 𝑛 + 𝑉𝑎𝑟 × 𝑑 + 𝑉𝑎𝑟 × 𝑛 + 𝑑 × 𝑛 + 𝑉𝑎𝑟 × 𝑑 × 𝑛 + 𝑒𝑟𝑟𝑜𝑟𝑠 

เพ่ือคํานวณคาผลรวมกําลังสองบางสวน (Partial sum squares: SS)  ตามแหลงท่ีมาของความผันแปรในคา
อัตราความคลาดเคลื่อนประเภทที่หนึ่ง และอํานาจการทดสอบ ดังนี้ 

𝜂ଶ
௦௢௨௥௖௘

=
𝑆𝑆௦௢௨௥௖௘

𝑆𝑆௦௢௨௥௖௘ + 𝑆𝑆௘௥௥௢௥௦
 

โดยที่ 𝑆𝑆𝑠𝑜𝑢𝑟𝑐𝑒 คือ ผลรวมกําลังสองของปจจัยภายใตสถานการณจําลองที่ประกอบดวย ระดับความไมเปน
เอกพันธกันของความแปรปรวนระหวางกลุม ขนาดอิทธิพล ขนาดตัวอยาง และปฏิสัมพันธระหวางปจจัย
ดังกลาว และ 𝑆𝑆௘௥௥௢௥௦ คือผลรวมกําลังสองของความคลาดเคลื่อน ที่คํานวณโดยใชเทคนิคการวิเคราะหความ
แปรปรวนสามทางแบบมีปฏิสัมพันธ 
 
สรุปและอภิปรายผลการวิจัย 

สรุปผลการวิจัย 
 ผลการวิจัยจําแนกออกไดเปนสองสวน ไดแก (1) ผลการวิเคราะหอัตราความคลาดเคลื่อนประเภทที่
หนึ่งของสถิติทดสอบแตละตัว ประกอบดวย การนําเสนอคาอัตราความคลาดเคลื่อนประเภทที่หนึ่งจําแนก
ตามสถานการณจําลอง  และการวิเคราะหความไวของสถิติทดสอบดานอัตราความคลาดเคลื่อนประเภทท่ีหนึ่ง
ตอปจจัยความไมเปนเอกพันธกันของความแปรปรวน ขนาดตัวอยาง และปฏิสัมพันธระหวางปจจัยท้ังสอง 
และ (2) ผลการวิเคราะหอํานาจการทดสอบของสถิติทดสอบแตละตัว ประกอบดวย การนําเสนอคาอํานาจ
การทดสอบจําแนกตามสถานการณจําลอง และการวิเคราะหความไวของสถิติทดสอบดานอํานาจการทดสอบ
ตอปจจัยความไมเปนเอกพันธ ขนาดอิทธิพล ขนาดตัวอยาง และปฏิสัมพันธระหวางปจจัย รายละเอียดเปน
ดังนี ้
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1. อัตราความคลาดเคล่ือนประเภทที่หนึ่ง  
จากการวิเคราะหความแปรปรวนสองทางพบวา สถิติทดสอบที (t-test) เปนสถิติทดสอบเพียงตัว

เดียวที่ไดรับอิทธิพลจากปฏิสัมพันธระหวางปจจัยความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุมกับ
ขนาดตัวอยางอยางมีนัยสําคัญทางสถิต ิ(p-value = .000) รูปที่ 2 แสดงคาอัตราความคลาดเคลื่อนประเภทที่
หนึ่งของสถิติทดสอบที จําแนกตามระดับความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุมและขนาด
ตัวอยาง จากรูปจะเห็นวาสถิติทดสอบทียังสามารถควบคุมอัตราความคลาดเคลื่อนประเภทท่ีหนึ่งใหอยูภายใต
ระดับนัยสําคัญที่กําหนด (=.05) ไดสองกรณี ไดแก (1) กรณีที่ตัวอยางสองกลุมมีขนาดเทากัน (𝑛ଵ = 𝑛ଶ) 
พบวามีอัตราความคลาดเคลื่อนประเภทที่หนึ่งเฉลี่ยไมแตกตางจาก .05 ที่ระดับนัยสําคัญเทากับ .05           
(p-value = .747) และ (2) กรณีท่ีตัวอยางสองกลุมมีขนาดตัวอยางไมเทากันและแปรผันตรงกับระดับความไม
เปนเอกพันธกันของความแปรปรวน (𝑛ଵ > 𝑛ଶ และ 𝜎ଵ

ଶ > 𝜎ଶ
ଶ) พบวาอัตราความคลาดเคลื่อนประเภทที่หนึ่ง

เฉลี่ยต่ํากวา .05 อยางมีนัยสําคัญทางสถิติที่ระดับ .05 (p-value =.000) แตพบวาไมสามารถควบคุมอัตรา
ความคลาดเคลื่อนประเภทท่ีหนึ่งใหอยูภายใตระดับนัยสําคัญที่กําหนดไดในกรณีที่ตัวอยางสองกลุมมีขนาด
ตัวอยางไมเทากันและแปรผกผันกับระดับความไมเปนเอกพันธกันของความแปรปรวน (𝑛ଵ < 𝑛ଶ และ 
𝜎ଵ

ଶ > 𝜎ଶ
ଶ) และพบวาอัตราความคลาดเคลื่อนประเภทที่หนึ่งของสถิติทดสอบทีมีแนวโนมสูงขึ้นเมื่อขนาด

ตัวอยางสองกลุมมีความแตกตางกันมากขึ้นและระดับความไมเปนเอกพันธกันของความแปรปรวนระหวาง
กลุมมีคามากขึ้น 

ผลการวิเคราะหขางตนแสดงใหเห็นวาในกรณีที่ตัวอยางสองกลุมมีขนาดเทากันหรือไมเทากัน    
แตขนาดตัวอยางในแตละกลุมแปรผันตรงกับระดับของความไมเปนเอกพันธกันของความแปรปรวน สถิติ
ทดสอบทียังสามารถควบคุมอัตราความคลาดเคลื่อนประเภทที่หนึ่งไดอยางมีประสิทธิภาพ แตในกรณีที่ขนาด
ตัวอยางในแตละกลุมแปรผกผันกับระดับของความไมเปนเอกพันธกันของความแปรปรวน สถิติทดสอบทีมี
แนวโนมไมสามารถควบคุมอัตราความคลาดเคลื่อนประเภทที่หนึ่งใหอยูภายใตระดับนัยสําคัญที่กําหนดได 
และปญหามีแนวโนมรุนแรงมากยิ่งข้ึนเมื่อระดับความไมเปนเอกพันธกันของความแปรปรวนมีเพ่ิมมากขึ้น 

 
รูปที่ 2  อัตราความคลาดเคลื่อนประเภทที่หนึ่งของสถิติทดสอบทีภายใตสถานการณที่ระดับความไมเปน     

เอกพันธกันของความแปรปรวน และขนาดตัวอยาง แตกตางกัน 
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 ผลการวิเคราะหความแปรปรวนพบวาสถิติทดสอบของ Welch, BF, Yuen, James, AG, TML, TWLS

และ TYB  เปนสถิติทดสอบที่ไมไดรับอิทธิพลจากปฏิสัมพันธระหวางความไมเปนเอกพันธกันของความ
แปรปรวนกับขนาดตัวอยาง ที่ระดับนัยสําคัญทางสถิติ .05 (p-value >.141) และเมื่อพิจารณาอิทธิพลหลัก
ของปจจัยความไมเปนเอกพันธกันของความแปรปรวนกับขนาดตัวอยางที่มีตอสถิติทดสอบดังกลาวไดขอ
คนพบโดยสรุปดังนี้ (1) สถิติท่ีไดรับอิทธิพลจากความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุมอยาง
มีนัยสําคัญทางสถิติมีจํานวน 4 ตัว เรียงลําดับตามขนาดอิทธิพล ไดแก  สถิติทดสอบของ James                  
(p-value=.021, 𝜂2 = .196), AG (p-value = .030, 𝜂2 = .182), BF (p-value=.036, 𝜂2 = .174) และ 
Welch (p-value = .036, 𝜂2 = .174) (2) สถิติทดสอบที่ไมไดรับอิทธิพลจากความไมเปนเอกพันธกันของ
ความแปรปรวนระหวางกลุมที่ระดับนัยสําคัญเทากับ .05 มีจํานวน 4 ตัว เรียงลําดับตามขนาดอิทธิพล ไดแก 
สถิ ติ ทดสอบ TYB (p-value = .061, 𝜂2 = .153), TWLS (p-value = .121, 𝜂2 = .122), TML (p-value = 
.129, 𝜂2 = .120) และ Yuen (p-value = .660, 𝜂2 = .035) (3) สถิติทดสอบที่ไดรับอิทธิพลจากขนาด
ตัวอยางอยางมีนัยสําคัญทางสถิติที่ระดับ .05 มีจํานวน 3 ตัว เรียงลําดับตามขนาดอิทธิพล ไดแก TWLS         
(p-value = .000, 𝜂2 = .542), TYB (p-value = .000, 𝜂2 = .518) และ  TML (p-value = .003, 𝜂2 =

.424) และ Yuen (p-value = .042, 𝜂2 = .294)  และ (4) สถิติทดสอบท่ีไมไดรับอิทธิพลจากขนาดตัวอยาง
ที่ระดับนัยสําคัญทางสถิติ .05 มีจํานวน 5 ตัว เรียงลําดับตามขนาดอิทธิพล ไดแก สถิติทดสอบของ BF        
(p-value=.256, 𝜂2 = .229), Welch (p-value = .256, 𝜂2 = .229), AG (p-value = .308, 𝜂2 = .217) 
และ James (p-value=.297, 𝜂2 = .219) 
 จากการใชผลการวิเคราะหขางตนประกอบกับผลการวิเคราะหในรูปที่ 3 สรุปขอคนพบไดดังนี้  
(1) สถิติทดสอบ Yuen, TML, TWLS และ TYB เปนสถิติที่ไดรับอิทธิพลจากขนาดตัวอยางอยูในระดับที่
คอนขางสูงกลาวคือเปนสถิติที่ตองการขนาดตัวอยางมาก และมีความไวตอสถานการณท่ีขนาดตัวอยางใน    
แตละกลุมไมเทากันและมีขนาดแปรผันตามกับความแปรปรวนในแตละกลุม (2) สถิติทดสอบ James, Welch, 
BF และ AG เปนสถิติที่ไดรับอิทธิพลจากความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุม และขนาด
ตัวอยางอยูในระดับต่ํา และมีแนวโนมควบคุมอัตราความคลาดเคลื่อนประเภทที่หนึ่งใหอยูในระดับที่กําหนด 
(=.05) ไดในทุกสถานการณที่ศึกษา 
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รูปที่ 3  อัตราความคลาดเคลื่อนประเภทที่หนึ่งของสถิติทดสอบ Yuen, TML, TWLS,  TYB, James, Welch, 
BF และ AG ภายใตสถานการณที่ระดับความไมเปนเอกพันธกันของความแปรปรวน และขนาด
ตัวอยาง แตกตางกัน 

 
2. อํานาจการทดสอบ 

 จากผลการวิเคราะหความแปรปรวนสองทางพบวาอํานาจการทดสอบของสถิติทดสอบทั้ง 9 ตัว
ไดรับอิทธิพลจากปฏิสัมพันธระหวางปจจัยความไมเปนเอกพันธกันของความแปรปรวนระหวางกลุม ขนาด
อิทธิพล และขนาดตัวอยาง อยางมีนัยสําคัญทางสถิติที่ระดับ .05 (p-value = .000) และเมื่อพิจารณาผล   
การวิเคราะหอํานาจการทดสอบของสถิติแตละตัวในแตละสถานการณจากรูปที่ 4 และ 5 ไดขอคนพบที่
สามารถสรุปไดดังนี้  (1) อํานาจการทดสอบของสถิติทดสอบแตละตัวมีแนวโนมต่ําที่สุดในกรณีที่               
ความแปรปรวนระหวางกลุมมีความไมเปนเอกพันธกันในระดับสูง (𝜎ଵ

ଶ: 𝜎ଶ
ଶ = 8: 1) (2) กรณีที่ตัวอยางมี

ขนาดเทากัน (𝑛ଵ = 𝑛ଶ) อํานาจการทดสอบของสถิติทดสอบแตละตัวมีแนวโนมแปรผันโดยตรงกับขนาด
ตัวอยาง (3) กรณีที่ตัวอยางมีขนาดไมเทากันและมีขนาดตัวอยางในแตละกลุมที่แปรผันโดยตรงกับระดับ    
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ความไมเปนเอกพันธกันของความแปรปรวน (𝑛ଵ > 𝑛ଶ และ 𝜎ଵ
ଶ > 𝜎ଶ

ଶ) พบวา อํานาจการทดสอบของสถิติ
ทดสอบทีมีแนวโนมเพ่ิมข้ึนเมื่อขนาดตัวอยางใหญข้ึน แตไมพบแนวโนมการเปลี่ยนแปลงของอํานาจการ
ทดสอบในสถิติทดสอบตัวอื่นๆ (4) กรณีท่ีตัวอยางมีขนาดไมเทากันและมีขนาดตัวอยางในแตละกลุมท่ี
แปรผกผันกับระดับความไมเปนเอกพันธกันของความแปรปรวน (𝑛ଵ < 𝑛ଶ และ 𝜎ଵ

ଶ > 𝜎ଶ
ଶ)  พบวา อํานาจ

การทดสอบของสถิติทดสอบทีไมมีแนวโนมเปลี่ยนแปลงไปตามขนาดตัวอยางที่เพ่ิมขึ้น แตพบวาเมื่อระดับ
ความไมเปนเอกพันธของความแปรปรวนเพ่ิมข้ึนอํานาจการทดสอบของสถิติทดสอบทีมีแนวโนมลดลง สวน
อํานาจการทดสอบของสถิติทดสอบตัวอ่ืนๆ พบวามีแนวโนมเพิ่มขึ้นเมื่อขนาดตัวอยางเพ่ิมขึ้นสําหรับกรณีที่
ความแปรปรวนระหวางกลุมไมเปนเอกพันธกัน และ (5) อํานาจการทดสอบของสถิติทดสอบแตละตัวมี
แนวโนมเพ่ิมข้ึนเม่ือขนาดอิทธิพลเพ่ิมข้ึน 

 
 

รูปที่ 4  อํานาจการทดสอบของสถิติทดสอบ Yuen, TML, TWLS,  TYB, James, Welch, BF และ AG 
ภายใตสถานการณท่ีขนาดอิทธิพล d=0.2 ระดับความไมเปนเอกพันธกันของความแปรปรวน และ
ขนาดตัวอยางมีคาแตกตางกัน 
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รูปที่ 5  อํานาจการทดสอบของสถิติทดสอบ Yuen, TML, TWLS,  TYB, James, Welch, BF และ AG 
ภายใตสถานการณท่ีขนาดอิทธิพล d=0.8 ระดับความไมเปนเอกพันธกันของความแปรปรวน และ
ขนาดตัวอยางมีคาแตกตางกนั 

 รูปที่ 6 และ 7 แสดงการเปรียบเทียบอํานาจการทดสอบของสถิติทดสอบแตละตัวภายใตสถานการณ
จําลองตางๆ พบวา (1) กรณีที่ตัวอยางมีขนาดเทากันระหวางกลุม สถิติทดสอบแตละตัวมีแนวโนมใหอํานาจ
การทดสอบสูงท่ีสุดเมื่อเปรียบเทียบกับกรณีที่ตัวอยางมีขนาดไมเทากัน และในแตละสถานการณจําลองยังมี
คาอํานาจการทดสอบที่ใกลเคียง (2) กรณีที่ตัวอยางมีขนาดไมเทากัน แตความแปรปรวนระหวางกลุมเปน   
เอกพันธกันพบวาสถิติทดสอบแตละตัวมีแนวโนมใหคาอํานาจการทดสอบที่ใกลเคียงกัน แตมีแนวโนมใหคา
อํานาจการทดสอบที่ลดลงเม่ือเปรียบเทียบกับกรณีที่ขนาดตัวอยางเทากัน (3) กรณีที่ขนาดตัวอยางไมเทากัน 
และความแปรปรวนระหวางกลุมไมเปนเอกพันธกันพบวา หากขนาดตัวอยางในแตละกลุมแปรผันโดยตรงกับ
ขนาดของความแปรปรวน (𝑛ଵ > 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ) พบวา สถิติทดสอบทีมีแนวโนมใหอํานาจการทดสอบ

สูงกวาสถิติทดสอบตัวอ่ืนๆ และสถิติทดสอบแตละตัวยกเวนสถิติทดสอบทีมีแนวโนมใหคาอํานาจการทดสอบ
ต่ํากวากรณีที่ความแปรปรวนระหวางกลุมมีความเปนเอกพันธกัน แตหากขนาดตัวอยางในแตละกลุม
แปรผกผันกับขนาดของความแปรปรวน (𝑛ଵ < 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ) พบวาสถิติทดสอบทีมีแนวโนมใหอํานาจ

การทดสอบต่ํากวาสถิติทดสอบตัวอื่นๆ และสถิติทดสอบแตละตัวยกเวนสถิติทดสอบทีมีแนวโนมใหอํานาจ  
การทดสอบที่สูงใกลเคียงกับกรณีท่ีตัวอยางมีขนาดเทากัน 
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ก. 𝑛ଵ = 𝑛ଶ และ  𝜎ଵ

ଶ = 𝜎ଶ
ଶ ข.  𝑛ଵ = 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ 

 
ค. 𝑛ଵ > 𝑛ଶ และ  𝜎ଵ

ଶ = 𝜎ଶ
ଶ ง.  𝑛ଵ > 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ 

 
จ. 𝑛ଵ < 𝑛ଶ และ  𝜎ଵ

ଶ = 𝜎ଶ
ଶ ฉ.  𝑛ଵ < 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ 

รูปที่ 6  อํานาจการทดสอบของสถิติทดสอบแตละตัวภายใตสถานการณที่ขนาดอิทธิพล d=0.2 
 

 
ก. 𝑛ଵ = 𝑛ଶ และ  𝜎ଵ

ଶ = 𝜎ଶ
ଶ ข.  𝑛ଵ = 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ 

 
ค. 𝑛ଵ > 𝑛ଶ และ  𝜎ଵ

ଶ = 𝜎ଶ
ଶ ง.  𝑛ଵ > 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ 

 
จ. 𝑛ଵ < 𝑛ଶ และ  𝜎ଵ

ଶ = 𝜎ଶ
ଶ ฉ.  𝑛ଵ < 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ 

 
รูปที ่7  อํานาจการทดสอบของสถิติทดสอบแตละตัวภายใตสถานการณที่ขนาดอิทธิพล d=0.8 
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อภิปรายผลการวิจัย 
1. ในกรณีที่ตัวอยางสองกลุมมีขนาดไมเทากันและขนาดตัวอยางในแตละกลุมแปรผกผันกับ     

ความแปรปรวนในแตละกลุม (𝑛ଵ < 𝑛ଶ และ  𝜎ଵ
ଶ > 𝜎ଶ

ଶ) พบวาสถิติทดสอบทีมีประสิทธิภาพในการทดสอบต่ํา
ที่สุด โดยไมสามารถควบคุมระดับนัยสําคัญของการทดสอบได และมีอํานาจการทดสอบที่ต่ําเม่ือเปรียบเทียบ
กับสถิติทดสอบอื่นๆ สาเหตุเนื่องมาจากสูตรการคํานวณคาสถิติทดสอบทีเปน 𝑡 =

௫̅భି௫̅మ

𝑆𝑝ට
భ

೙భ
ା

భ

೙మ

 โดยที่ 𝑆௣ คือ

สวนเบี่ยงเบนมาตรฐานรวม (pooled SD) ที่มีคาเทากับ 𝑆௣ = ට
(௡భିଵ)ௌభ

మା(௡మିଵ)ௌమ
మ

௡భା௡మିଶ
  เม่ือสมมติฐานหลักเปน

จริง และ 𝑛ଵ < 𝑛ଶ และ  𝜎ଵ
ଶ > 𝜎ଶ

ଶ จะไดวา มีแนวโนมจะลดต่ําลงเรื่อยๆ เมื่อขนาดตัวอยางมีความแตกตางกัน
มากข้ึน เพราะมีการใหน้ําหนักกับความแปรปรวน 𝜎ଶ

ଶ ที่เปนของกลุมตัวอยางขนาดเล็กมากข้ึน ทําใหคาสถิติ 
ทีภายใตสถานการณดังกลาวมีแนวโนมลดลงเม่ือความไมเปนเอกพันธของความแปรปรวนระหวางประชากร 
และขนาดตัวอยางทั้งสองกลุมมีมากขึ้น เปนการเพ่ิมโอกาสของการปฏิเสธสมมติฐานหลักที่ถูกตองใหสูงข้ึน 
ทําใหสถิติทดสอบทีควบคุมระดับนัยสําคัญของการทดสอบไดยากขึ้น ในขณะที่เมื่อสมมติฐานทางเลือกเปน
จริง และ 𝑛ଵ < 𝑛ଶ และ  𝜎ଵ

ଶ > 𝜎ଶ
ଶ จะไดวาสถิติทดสอบทีมีแนวโนมจะมีคาต่ํากวาในกรณีอ่ืนๆ ทั้งนี้เปนเพราะ

เทอม 𝑆௣ จะมีคาสูงเม่ือเปรียบเทียบกับกรณีที่ความแปรปรวนระหวางกลุมประชากรเปนเอกพันธ ทําใหสถิติ
ทดสอบทีมีคาต่ํา สงผลใหมีโอกาสปฏิเสธสมมติฐานนอยลงเมื่อเปรียบเทียบกับสถานการณอื่นๆ ทําใหอํานาจ
การทดสอบของสถิติทีต่ําในสถานการณดังกลาว ผลการวิจัยในสวนนี้มีแนวโนมที่สอดคลองกับขอคนพบของ 
Overall, et al. (1995) และ Yuen (1974) 

2. ถึงแมวาในทางทฤษฎีสถิติทดสอบที่อิงโมเดลโครงสรางคาเฉลี่ย (SMM) ทั้งสามตัว ไดแก TML, 
TWLS และ TYB มีแนวโนมจะใหผลการทดสอบที่มีประสิทธิภาพเนื่องจากเปนสถิติทดสอบสรางข้ึนโดยอิงโมเดล
ที่มีขอสมมติวาความแปรปรวนระหวางกลุมไมเปนเอกพันธกันแตกตางจากการแกปญหาในสถิติทดสอบตัว   
อ่ืนๆ ที่ใชวิธีการปรับแกสูตรการคํานวณคาสถิติทดสอบ เชน การใช Trimmed mean การใชคามัธยฐานของ
ตัวอยางแทนคาเฉลี่ยตัวอยาง หรือการใชวิธีการถวงน้ําหนัก เปนตน อยางไรก็ตาม เนื่องจากสถิติทดสอบ
ดังกลาวอิงอยูกับสถิติทดสอบไคสแควร ท่ีมีความไวตอขนาดตัวอยาง จึงทําใหสถิติทดสอบดังกลาวมี
ประสิทธิภาพไมดีเทาที่ควรเมื่อเปรียบเทียบกับสถิติทดสอบตัวอ่ืนๆ และเนื่องจากสถิติทดสอบ TML, TWLS และ 
TYB ดังกลาวเปนกรณีเฉพาะของการทดสอบความสอดคลองเชิงประจักษในการวิเคราะหโมเดลสมการ
โครงสราง เมื่อเปรียบเทียบผลการวิจัยน้ีกับผลการวิจัยท่ีศึกษาประสิทธิภาพของการทดสอบไคสแควรสําหรับ
การตรวจสอบความสอดคลองเชิงประจักษของโมเดลสมการโครงสรางพบวามีพฤติกรรมท่ีสอดคลองกัน  
(Hu & Bentler, 1998; Fan & Sivo, 2005, 2007; McNeish & Hancock, 2017)  นอกจากนี้ สถิติทดสอบ
ที่อิงโมเดลโครงสรางคาเฉลี่ยนี้มีขอเดนเหนือกวาสถิติทดสอบตัวอ่ืนๆ คือสามารถประยุกตใชไดในกรณีทั่วไป
ทั้งการเปรียบเทียบคาเฉลี่ยที่มากกวาสองกลุม และการเปรียบเทียบเวกเตอรคาเฉลี่ยหลายกลุม ภายใต
สถานการณที่เมทริกซความแปรปรวนรวมไมเปนเอกพันธกัน ผลการวิจัยพบวาสถิติทดสอบ Yuen มีแนวโนม
ใหอํานาจการทดสอบต่ําที่สุดในทุกกรณีเมื่อเปรียบเทียบกับสถิติทดสอบที่มีความแกรงตัวอ่ืนๆ สาเหตุเปน
เพราะสถิติทดสอบ Yuen แกปญหาความไมเปนเอกพันธกันของความแปรปรวนดวยการใช Trimmed mean 
แทนการใชคาเฉลี่ยปกติ วิธีการดังกลาวสามารถแกไขไดทั้งปญหาดานการแจกแจงไมปกติ ความไมเปนเอก
พันธกันของความแปรปรวน และคาผิดปกติ อยางไรก็ตาม ผูวิจัยมองวาเปนวิธีการแกปญหาที่ ไม มี
ประสิทธิภาพเนื่องจากการใช Trimmed mean ทําใหตองเสียขอมูลบางสวนในการวิเคราะหซึ่งสงผลโดยตรง
ตอประสิทธิภาพของการทดสอบ อีกท้ังการตัดขอมูลสวนหัวและสวนทายออกไปจากชุดขอมูลยังอาจไม
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สามารถแกปญหาไดหมดโดยเฉพาะในกรณีที่การแจกแจงของขอมูลมีความเบอยูในระดับสูง หรือมีคาผิดปกติ
อยูจํานวนมาก หรือมีความไมเปนเอกพันธกันของความแปรปรวนสูง  
 
ขอเสนอแนะ 

ขอเสนอแนะในการนําผลการวิจัยไปใช 
1. กรณีท่ีตัวอยางสองกลุมมีขนาดเทากัน หากตัวอยางมีขนาดใหญเพียงพอ (15 หนวยขึ้นไป) ผูวิจัย

สามารถใชสถิติทดสอบใดก็ไดในการวิเคราะห เนื่องจากสถิติทดสอบแตละตัวมีประสิทธิภาพท่ีใกลเคียงกัน แต
หากตัวอยางมีขนาดเล็กไมควรเลือกใชสถิติทดสอบที่อิงโมเดลโครงสรางคาเฉลี่ย (SMM) ทั้งสามตัว ไดแก TML, 
TWLS และ TYB เนื่องจากมีแนวโนมที่จะควบคุมอัตราความคลาดเคลื่อนประเภทที่หนึ่งใหอยูในระดับที่กําหนด
ไดยากกวาสถิติทดสอบตัวอ่ืนๆ 

2. กรณีที่ตัวอยางสองกลุมมีขนาดไมเทากัน และความแปรปรวนระหวางกลุมมีความเปนเอกพันธ
กันควรเลือกใชสถิติทดสอบทีเนื่องจากเปนสถิติทดสอบท่ีมีประสิทธิภาพในดานการควบคุมอัตราความ
คลาดเคลื่อนประเภทที่หนึ่งดีที่สุด และมีอํานาจการทดสอบที่สูงเมื่อเปรียบเทียบกับสถิติทดสอบตัวอ่ืนๆ 

3. กรณีท่ีตัวอยางสองกลุมมีขนาดไมเทากัน และความแปรปรวนระหวางกลุมไมมีความเปนเอกพันธ
กัน ใหผูวิจัยตรวจสอบวาขนาดตัวอยางในแตละกลุมแปรผันตรงหรือแปรผกผันกับขนาดของความแปรปรวน 
หากขนาดตัวอยางในแตละกลุมแปรผันตรงกับขนาดของความแปรปรวนผูวิจัยอาจเลือกใชสถิติทดสอบของ 
James, Welch, BF หรือ AG เน่ืองจากเปนสถิติทดสอบที่สามารถควบคุมอัตราความคลาดเคลื่อนประเภทท่ี
หนึ่งไดดี และมีอํานาจการทดสอบที่สูง แตหากขนาดตัวอยางในแตละกลุมแปรผกผันกับขนาดของ         ความ
แปรปรวนผูวิจัยสามารถเลือกสถิติทดสอบตัวใดก็ไดยกเวนสถิติทดสอบที และสถิติทดสอบ Yuen  

ขอเสนอแนะในการทําวิจัยครั้งตอไป 
 สถิติทดสอบที่ใชในการวิจัยน้ีหลายตัว ถูกออกแบบมาใหสามารถใชกับโมเดลการเปรียบเทียบคาเฉลี่ย
ที่มีมากกวาสองกลุมตัวอยางได เชน สถิติทดสอบ Welch สถิติทดสอบ Browne-Forsythe สถิติทดสอบ 
James และ สถิติทดสอบ Alexander-Govern  สามารถใชเพ่ือเปรียบเทียบคาเฉลี่ยหลายกลุมตัวอยาง 
(Alexander, & Govern, 1994; Brown, & Forsythe, 1974; James, 1951; Welch, 1951)  และสถิ ติ
ทดสอบที่อิงโมเดลโครงสรางคาเฉลี่ย สามารถใชเพื่อเปรียบเทียบคาเฉลี่ยหลายกลุมตัวอยาง ไปจนถึง           
การเปรียบเทียบเซนทรอยด ภายใตสถานการณที่ความแปรปรวนหรือเมทริกซความแปรปรวนรวมไมเปนเอก
พันธกันระหวางกลุม (Yuan, & Bentler, 1997, 1999) ซึ่งปจจุบันยังขาดการวิจัยที่ศึกษาเปรียบเทียบ
ประสิทธิภาพระหวางสถิติทดสอบภายใตสถานการณดังกลาวอยู จึงควรมีการศึกษาประสิทธิภาพของสถิติ
ทดสอบดังกลาวเพิ่มเติมเพ่ือขยายขอบเขตของผลการวิจัยนี้ 
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